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Abstract

We describe an end-to-end latency measurement
method for virtual environments. The method
incorporates a video camera to record both a
physical controller and the corresponding virtual
cursor at the same time. The end-to-end latency can
be concluded based on the analysis of the playback of
the videotape. The only hardware necessary is a
standard interlaced NTSC video camera and a video
recorder that can display individual video fields. We
describe an example of analyzing the effect of
different hardware and software configurations upon
the system latency. The example shows that the
method is effective and easy to implement.

1. Introduction

This paper describes a smple to implement method
for  memsuring endtoend system laency in
projection based virtud environments such as
CAVEsa and ImmersaDesksa [Cruz93].

Interactivity is an essentia feature of virtua redlity
systems. System end-to-end latency, or lag, is one of
the most important problems limiting the quaity of a
virtua redity sysem. Other technologicd problems,
such as tracker inaccuracy and display resolution do
not seem to impact user performance as profoundly
as latency [Ellis99]. In augmented redlity, the system
latency has even more impact on the qudity of the
virtud experience.  Laency will meke the virtud
objects gppear to “swim around” and “lag behind"
rea objects [Azumads]. A prerequisite to reducing
system latency is to have a convenient method of
measuring it.

The system end-to-end latency is the time difference
between a user input to a system and the display of
the system’s response to that input. It can be the time
dday from when the user moves the controller to
when the corresponding cursor responds on  the
screen, or it can be the difference from when the user
moves his or her head to when the resulting scene is

displayed on the screen.  The end-to-end latency is
composed of tracker dday, communication dday,
goplication host dday, image generation delay and
display system delay [Mine93].

In this paper, we dexcribe a video camera and
recorder based messurement of the end-to-end
latency of virtud redity sysems.  This latency
measurement sysem uses an ordinaty video camera
to record movements of the tracked wand aong with
its virtud representation in a CAVE o an
ImmersaDesk.  The recording is viewed on a fidd-
by-fidd basisto determine totd delay.

2. Previous Work

Bryson and Fisher [Bryson90] drew a virtua cursor
in the computer display according to the red position
of the controller. They then superimposed a video
imege of the controller position and the video sgnd
from the computer display usng a video mixer. In
one sies of tests, by knowing the video frame rete,
they cdculaed the time difference from a sudden
movement of the controller and the following motion
of the virtud image of the controller. In the second
sries of tests, they measured velocity of the sensor
and digplacement errors between the tracker and the
virtua marker to estimate thetime lag.

Liang e 4d. [Liang9l] messured the latency of
orientation daa of dectromagnetic trackers. The
tracker sensor was dffixed to a pendulum. The
computer stored each reading and the corresponding
time gamp. Smultaneoudy, a video camera
recorded the pendulum swing dong with a computer
monitor displaying the current time of the clock used
to generate the tracker time stamp. They then looked
up the time stamps of zero postion crossngs in the
dored trecker data and found the corresponding
displacements. The displacement can be eadly
convertedtolag time.

Mine [Mine93] andyzed and messured Al
components of the end-to-end latency in a HMD
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system. They dso mounted the tracker sensor on a
gravity pendulum and maked the zero pogtion
cossngs by the swinging pendulum's opticd
interruption of an LED-photodiode pair. Tracker
latencies were edimated on an oscilloscope by
comparing the timing of the photodiodes zero-
crossing trangtions agang the andog signd  output
from a D/A converter on the host. Furthermore, when
the computer graphics application detected a zero
crossing, it toggled a single polygon from black to
white or vice versa on the screen. The signd from
the second photodiode monitoring changes in  the
polygon's brightness was then compared with the first
photodiode's zero crossng to provide an etimate of
overdl end-to-end system latency.

Addgen e d. [Addgen9%] implemented an
experimental  testbed and mehod for precisy
quantifying the components of tracker latency
directly atributable to the transduction and
processing internd to tracker sensors.  Instead of
usng pendulums, they use a motorized rotary swing
am to dnusoidaly displace the tracker sensor & a
number of frequencies spanning the bandwidth of
valitiond human movement. During the tests an
opticd encoder messured the swing am ange
coupled directly to the motor shaft. Both the actua
sving am angle and tracker sensor reports were
collected and time stamped. Sysematic  biases
including both software indruction execution time
and serid daa trangmisson time were  subtracted
from actud reports. The latency estimates of both
position and orientetion were derived from a least-
squares fitting of each encoder and tracker sensor
record to an ided Snusoidad modd.

The methods described above have some drawbacks
and limitations.  Specidized hardware (video mixer,
pendulums, motorized rotary swing am) is required
in each of the techniques. Also, in some cases only
catain laency components are measured, providing a
partia systemsanaysis.

3. TheMethod

In our method the VR system displays the controller
(wand) podtion and a fixed grid. The user moves the
wand back and forth a moderate speed, while a video
image from a camera shows both the red wand and a
cursor representing the wand sSmultaneoudy. See
Figure 1. The recorded video is andyzed to
determine the lag beween wand motion and the
motion of the virtud image of the wand. The number
of video fidds dday between a grid crossng of the

rel wand and its virtud image, determines the tota
sydem delay with a resolution of 16.7 ms. Since
typicd VR systems experience latencies on the order
of 40 - 150 ms [Bryson90] [Mined3], this resolution
issufficient for many applications.
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Figure 1. Physica sensor and virtua cross.

3.1 Description

This method is easy to implement in projection based
virtud  environments such a the CAVE or
ImmersaDek.  The only equipment required is a
video camera and video casstte recorder.  The video
recorder/player must be ale to display fidds and
have a dable method of “jogging” between frames.
This method includes dl components of the end-to-
end system latency.

During the expaiment, we waggled the wand
controller in front of the screen. The virtud
representation  follows the wand, but with some
laency. The distance from the wand to screen was
kept as smdl as possble in order to reduce the
padlax. The eyeglasses on which the head tracker
ensor was atached were fixed bedde the video
canea 0 tha the movement of virtud cross was
only due to the wand movement. We changed the
frequency of waggles from fast to dow in the normd
range of a human being, aound 2 — 05 Hz to
dmulate the norma movements of the wand. The
amplitude was approximately 3 fegt. The frame rae
of the application vas 60 fps when running on a SGI
Onyx, which will introduce a latency of 16.7 ms
because of double buffering. In actud applications,
the 3D scenes are often very complicated and contain
thousands of polygons and rich texture the frame
rate in these cases tends to be below 60 fps. This will
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correspondingly  increese  the  end-to-end  system
latency.

A
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with less delay than the IRIX SGI. Deays in serid
port processng by UNIX sysems have been
observed before [Mined3].

Pleese see the Appendix A for the dealed
experiment dataand Satistical anadyds.

5. Conclusions

This paper has presented an end-to-end latency
measurement  method for projection  based  virtud
redity sysems. This method is very smple to
implement and uses off-the-shdf hardware. The
results of our andysis have hdped us to make
configuration decisons of our tracking sysems. For
ingance, it shows that the tracker PC does not
introduce extra latency, but reduces the system
laency, and that there may be a variation of laency
with direction of movement.

6. Future Work

The mogt labor-intensve part of this method is
reading of time differences between the virtua cross
and the physcal sensor from videotgpes. It took
more than 10 hours to review the st of data in the
experiment described in this paper.  Also, humen
reading will introduce a subjective component. We
plan to make the reading procedure automatic by
using computer vision technology.

In the andyss example we found a problem of
direction asymmetry.  We will continue to explore
whether it is due to the | S:600 tracker.

After  InterSense  provides the <oftware  with
prediction implemented, we will redo the test to
evauate the effect of prediction.
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Appendix A. An Example of Video-Based
M easur ement

In this experiment, we are manly consdering three
factors that influence the dday in an 1S600 based
tracking system:  prediction, moving  direction,
connection type.

The following are tests we ran with different settings.
Because there are severd factors that influence the
result of our test, we use the “two factors with
replication ANOVA (Andyss of Variance)” method
to anadyze the data [Dudewicz88]. The tables list
laency messurements as average numbers of video
fidds. For claity, the number of daa points
represented in the tables has been reduced.

Test 1. Prediction

In this test, we considered 3 different settings 0 ms,
25 ms 50 ms. The connection method used was
“with PC". The serid baud rate was 115200 bps.
We used different prediction vaues as different
treetments, and used different moving directions as
different blocks.

Pred.Oms Pred.25ms Pred. 50ms

Up 1 1 14
1 1 14
15 1 15
17 1 1
Down 3 1.9 25
23 2 25
2 2.2 16
2 2.1 15
Left 15 2 19
13 14 15
11 18 1
1.2 17 14
Right 19 2 25

14 2 17
19 2 21
21 21 26

We define the null hypothess Hyp as there is no
difference between different prediction settings. The
F-test gives a pvdue of 0.78601, which means, if we
dae tha there is difference between different
prediction settings, the error probability will be about
78.6%, making the hypothess  unacceptable.
Therefore we conclude that the prediction does not
influence the delay.

Test 2. Moving Direction

In this test, we considered 4 choices. up, down, left,
right. The connection method used was "with PC".
The serid baud rate was 115200bps. We usd
different moving directions as different treatments,
and used different prediction vaues as different
blocks.

Up Down Left Right
Pred.Oms 1 3 15 1.9
1 23 13 14
15 2 11 19
17 2 12 21
Pred.25ms 1 19 2 2
1 2 14 2
1 22 18 2
1 21 17 21
Pred.50ms 14 25 19 25
14 25 15 17
15 16 1 21
1 15 14 26

We define the null hypothess Hy as there is no
difference between different moving directions. The
F-test gives a p-vdue of 161E-08, which means, if
we date that there is difference among different
moving directions, the error probability will be very
sndl. So we condude tha the moving direction
doesimpact delay.

Test 3." With PC" and " Without PC"

In this test, we conddered two connection types
"with PC" and "without PC". We fixed the prediction
vaue & 25 ms. The baud rate for both connection
types was 115200 bps. We used different connection
types as diffarent treatments, and used different
moving directions as different blocks.
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" Without PC" "With PC"

Up 17 17
2 17
17 17
2 15
17 22
Down 18 15
17 15
15 15
16 15
15 15
Left 25 2
25 15
2 22
3 2.3
22 18
Right 25 18
22 2
22 18
23 15
26 19

We define the null hypothess Hy as there is no
difference between different connection types. The
F-test gives a pvdue of 0.000211, which means that
we can dae that there is a difference between
different connection types.

The average delay without PC:
2,06 frames* 2* 16.67 =68.7ms

The average dday with PC:
1755 frames* 2* 16.67 =585ms

According to the NTSC dandard, the fied time is
16.67 ms.
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