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Abstract—We introduce a web-based computing infrastructure to assist the visual integration, mining and interactive navigation of

large-scale astronomy observations. Following an analysis of the application domain, we design a client-server architecture to fetch

distributed image data and to partition local data into a spatial index structure that allows prefix-matching of spatial objects. In

conjunction with hardware-accelerated pixel-based overlays and an online cross-registration pipeline, this approach allows the

fetching, displaying, panning and zooming of gigabit panoramas of the sky in real time. To further facilitate the integration and mining of

spatial and non-spatial data, we introduce interactive trend images—compact visual representations for identifying outlier objects and

for studying trends within large collections of spatial objects of a given class. In a demonstration, images from three sky surveys

(SDSS, FIRST and simulated LSST results) are cross-registered and integrated as overlays, allowing cross-spectrum analysis of

astronomy observations. Trend images are interactively generated from catalog data and used to visually mine astronomy

observations of similar type. The front-end of the infrastructure uses the web technologies WebGL and HTML5 to enable cross-

platform, web-based functionality. Our approach attains interactive rendering framerates; its power and flexibility enables it to serve the

needs of the astronomy community. Evaluation on three case studies, as well as feedback from domain experts emphasize the benefits

of this visual approach to the observational astronomy field; and its potential benefits to large scale geospatial visualization in general.

Index Terms—Data fusion and integration, scalability issues, geographic/geospatial visualization

Ç

1 INTRODUCTION

ADVANCES in data acquisition technology enable
astronomers to amass large collections of comple-

mentary data, ranging from large scale, gigabit images to
spectroscopic measurements. With the insight gained by
these observations, researchers can better understand the
happenings in our own galaxy by studying similar
events in distant ones.

However, due to the increasing scale and variety of data
sources, astronomical workflows are becoming cumber-
some. To gather the data needed for a particular study,
astronomers query multiple surveys for images, cross-corre-
late complementary images of the same object or set of
objects, search multiple catalogs for potential additional
details, then flip back and forth between these spatial and
non-spatial details and the image context. This process is
tedious, as well as challenging, and can often take hours to

complete. As a result, time that could be spent analyzing
data is instead spent mining it.

Inspired by an analysis of observational astronomy
workflows, we propose a web-based visual infrastructure
for the interactive navigation and mining of large-scale, dis-
tributed, multi-layer geospatial data. We introduce an auto-
mated pipeline for cross-correlating image data from
complementary surveys, and we enable the visual mining
of catalog information in conjunction with the large scale
image data (Fig. 1). A spatially indexed, hardware-acceler-
ated, client-server backbone allows fetching, displaying,
panning and zooming of gigabit panoramas in real time.

The contributions of this work (extended from our Best
Paper Runner-Up Award [1] at the IEEE Large Data Analy-
sis and Visualization Symposium 2012) are as follows: 1) a
formal analysis of the data and tasks specific to the observa-
tional astronomy domain; 2) the design of a client-server
architecture for the interactive navigation of large scale,
complementary astronomy observations; 3) two compact,
scalable visual abstractions—hardware-accelerated pixel-
based overlays and trend images—to enable the interactive
mining, panning and zooming of these data; 4) a web-based,
cross-platform implementation of this approach; and 5) the
application of this approach to observational astronomy
data through three case studies.

2 RELATED WORK

Multiple attempts have been made to facilitate the observa-
tional astronomy workflows. However, none integrate large
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scale distributed astronomy research data while attaining
interactive visual mining, panning and zooming framerates.

Google Sky (http://www.google.com/sky/) is a primar-
ily educational, interactive, scalable view of the Sloan digital
sky survey (SDSS). While it provides a friendly and clean
interface, it also relies on local copies of the data to the
exclusion of multiple surveys; which is a limiting factor for
astronomy researchers. An additional drawback is its inabil-
ity to integrate and share catalog data from multiple data
sets. The National Virtual Observatory (http://www.us-vo.
org/) (NVO) is a service designed primarily for aggregating
and cross-matching information from multiple surveys.
While it provides some form of catalog cross-registration,
the NVO has a cumbersome interface which lacks a much-
needed interactive visual component. The WorldWide Tele-
scope (http://www.worldwidetelescope.org/) is a Micro-
soft Research, primarily educational project designed to
allow users to view the Universe with a large, high resolu-
tion image of the sky. The ability to overlay multiple maps
and visually cross-match objects is nonexistent. There is
also a lack of connectivity with catalogs and other scientific
data. Last, a variety of institutions have created web interfa-
ces for accessing astronomical data, either for querying spe-
cific astronomy databases (http://www.sdss.org/dr7/,
http://irsa.ipac.caltech.edu), or for aggregating data on
many objects from multiple catalogs (http://ned.ipac.
caltech.edu, http://simbad.u-strasbg.fr). These interfaces
either lack a visual interface entirely or they provide only a
static sky image to view a few objects at a time. Visual over-
lays of cross-matched data are non-existent and the user
interfaces require a steep learning curve.

Attempts to work with gigascale image data have been
made in other domains, though none have been applied
directly to observational astronomy. Saliency assisted navi-
gation identifies areas of interest in gigapixel images [2].
Through preprocessing and filtering regions of interest, dis-
cernible locations in a scene can be presented interactively.

Kopf et al. [3] and Machiraju et al. [4] have also developed
systems for dealing with gigascale and terascale image data.
While these systems have complementary strengths in
terms of the storage and the scale of the data being manipu-
lated, each was generally designed for local geospatial data,
and not for distributed geospatial sources.

Architectures for multizoom large-scale visualizations
have also been explored. Space-Scale Diagrams [5] have
been used in many geospatial applications [6], [7], [8]; they
serve as a basis for our navigational approach. However,
earlier applications were not designed to handle the magni-
tude of data described in this work. The challenges of index-
ing astronomy data are discussed in (http://www.star.le.ac.
uk/ cgp/ag/skyindex); we use a new indexing approach,
based on a Geohash [9]. A step further, ZAME [10] has used
GPU-accelerated rendering to deliver interactive framerates
to multi-scale visualizations. While the ZAME approach is
beneficial to client-based applications that are able to pro-
vide full graphics support, web-based applications like ours
pose more stringent constraints (e.g., limits on how many
textures can be passed to a shader at once.) Furthermore,
panning and zooming is a common problem among geospa-
tial applications [11], [12], [13]. While many of these works
focus on interactive techniques relevant to this project, the
focus of this paper is an efficient architecture for viewing
and cross-correlating gigabit image data.

Presenting multivariate data visually is also common
among geospatial applications. Oriented Slivers provides a
method to visualize multivariate information simulta-
neously on a single 2D plane, but becomes easily cluttered
as the dimensionality of the data rises [14]. Heat maps [15]
alleviate this problem by assigning each value a tempera-
ture and producing a color map based on the resulting heat
combinations. While particularly beneficial in giving a gen-
eral overview of data over large areas, heat maps are less
useful in identifying individual data points. The approach
we adopt for overlaying information in the sky, data driven

Fig. 1. Cross-correlated large-scale overlays of optical observations, radio-emission observations, and simulation results from the SDSS sky survey
(color-on-black, full-coverage overlay), the FIRST sky survey (red overlay to the left), and the LSST data set (gray overlay, diagonal). Transparency
can be interactively controlled for each overlay, enabling cross-spectrum analysis. Hardware-accelerated overlays coupled with a web-based client-
server architecture allow panning and zooming of gigabit sky panoramas at interactive frame rates.
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spots (DDS), addresses both of these concerns via a pixel-
based visualization [16].

The spectra data associated with sky objects are
instantiations of ordered single-index tables; in which,
however, the index itself is a property. Plain index tables
have in general many possible visual mappings, from
time-series line charts [17] and bar charts to graph-views,
scatterplots [18], colored matrix cells [19] and 3D repre-
sentations [20]. However, such mappings typically suffer
from scalability issues. To address scalability concerns,
we follow a pixel-based approach inspired by the com-
pact representations of Keim [21]. Unlike existing pixel-
based work which enables comparison through a small-
multiple paradigm, however, our approach leverages
alignment and resampling of the table data based on the
index property. We further employ sorting properties of
the object collection in order to generate a single, com-
posite interactive image.

3 DOMAIN ANALYSIS

Our first contribution is a formal analysis of the domain
data and tasks. This analysis provides a problem-driven
basis on which further visualizations and interactions can
be built.

Astronomy surveys cover a wide area of sky by acquiring
many smaller images—some of which may overlap—over
their targeted region. A given survey usually only covers a
small fraction of the whole sky. However, the advent of
large telescopes like the Large Synoptic Survey Telescope
(LSST)will change dramatically, over the next decade, the
scale of these surveys. Different surveys may or may not
cover the same area of sky, resulting in possibly completely
disparate or overlapping data sets. The Extended Groth
Strip [22] for example, is one of the most observed regions
of the sky, with upwards of eight different telescopes/sur-
veys collecting data; this region is rich with multi-wave-
length observations.

In our experiments we use data from three surveys,
the Sloan digital sky survey, the Faint Images of the
Radio Sky at Twenty Centimeters (FIRST), and simulated
results from the Large Synoptic Survey Telescope. SDSS
is an optical, wide-field, survey covering a quarter of the
sky. Over the past 10 years, it has imaged a half a billion
galaxies and taken spectra for a half a million, providing
a massive leap in the amount of astronomical data
(roughly 15 TB raw image data, stored as 2; 048� 1; 489
pixel field images). FIRST is a radio survey of the sky,
following the same path as SDSS. FIRST also covers
about a quarter of the sky and contains roughly a million
discrete radio sources [23]. LSST is a future optical full-
sky survey, along the same lines as SDSS but of unsur-
passed scale. It will cover �20,000 sq. degrees of the sky,
scanning the entire sky every three nights, in six photo-
metric bands. LSST will image approximately 3 billion
galaxies and will archive about 6.8 PB of images a year.
As LSST has yet to acquire sky images, the LSST project
has generated simulations of images of the sky to mimic
and observe the observational prowess of the survey.
Seven fields (189 unique image files), each covering �10
sq. degrees, have been simulated.

3.1 Data Analysis

Astronomers use a variety of data formats to collect,
organize, analyze, and share information about the
observable Universe. The most common formats used
are images and catalogs.

Images are rectangular snapshots (tiles) of regions of the
sky, typically labeled with the spatial location of the region.
Images in astronomy are usually stored as a Flexible Image
Transport System (FITS) file. FITS files store image metadata
in a human-readable ASCII header, and often include tech-
nical telescope details from when the image was taken. FITS
files are extremely versatile, capable of storing non-image
data such as spectra, 3D data cubes, multi-table databases,
and catalog data.

Since the observable Universe is projected onto a sphere,
the angle is the most natural unit to use in measuring posi-
tions of objects on the sky. Astronomers describe the coordi-
nates of objects in right ascension (RA) and Declination
(Dec). Similar to how longitude and latitude describe posi-
tions of objects on the Earth from a given reference point,
right ascension and declination mark the position, in
degrees, of an object with respect to the celestial equator.

Catalogs index all of the objects in a set of images. The cata-
logs contain spatial location information for every object
imaged, along with any non-spatial properties collected or
calculated from the observations (e.g., brightness, mass.)
Each object in the catalog receives a unique identifier. Cata-
logs generated from the same survey will use the same
unique object identifiers, making cross-matching within a
survey straightforward. However, as is often the case, when
the same object is observed in different surveys, it is assigned
different identifiers for each catalog; this labeling makes
cross-survey matching a non-trivial task. While the observed
objects in each survey may not overlay exactly due to varia-
tion in each telescope’s construction and parameters, they
may still be physically and visually associated with each
other (e.g., radio jets emanating from the center of a galaxy.)

Among the spatial and non-spatial object properties typi-
cally stored in catalogs, spectra play a particularly important
role. Whereas imaging only captures broad features across
the entire object, such as color or shape, spectra capture
detailed information on the physical processes in and
around the object, such as kinematics, temperature, distance
from observer (redshift), and elemental content of gas asso-
ciated with the object. Spectra specify the wavelength distri-
bution of electromagnetic radiation emitted by a celestial
object, as well as the flux (or intensity) of the object at those
wavelengths. Large surveys typically acquire one spectrum
per object, resulting in an extremely large number of spectra
per survey; for example, SDSS has acquired spectra for �1.6
million objects. Selecting particular classes of objects based
on spectra and looking for trends can often lead to valuable
insight about that object class.

Table 1 summarizes the data types typical of observa-
tional astronomy, as well as the visual mappings proposed
in this work. In summary, the observational astronomy
domain features large-scale, distributed, overlapping, multi-
variate data sets consisting of both spatial and non-spatial
data: in a nutshell, data characterized by big volume and big
variety. Big volume characteristics encompass: large image
sizes (gigabit), impacting both rendering and interaction
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rates; fragmented images resulting in numerous image tiles;
multiple scales; and large numbers of both observations and
objects, often indexed in collections. Big variety characteris-
tics include: data heterogeneity (e.g., catalogs, spectra and
images); multiple data sources (surveys); and complemen-
tary domain expertise, e.g., expertise in supernovae as com-
plementary to expertise in transient events. While the data is
indexed by object location, uncertainties in the measured
positionmake visual correlation particularly useful.

3.2 Task Analysis

The Universe is a complex structure with many physical
processes governing its formation and evolution. While
space-based telescopes can observe the full electromagnetic
spectrum, cost and technical challenges preclude the design
of a single all-purpose telescope. Instead, astronomers rely
on many telescopes that observe specific regions of the elec-
tromagnetic spectrum and then cross-match the data sets to
identify the same objects in each one. Astronomers must
also manually seek out data related to a particular object.

Astronomical processes occur on many length scales,
from small-scale features such as dust particles to large-
scale features such as clusters and superclusters of galaxies.
With observations usually pertaining to a specific scale at a
time, it can be easy to lose the big picture of how all these
processes are connected. Therefore it is advantageous to
stitch multiple observations together to create a seamless
zoomable image. This would allow astronomers to visually
explore how stellar and galactic physical processes relate to
the larger picture of galaxy groups and clusters.

Browsing massive astronomy collections of objects pro-
vides additional challenges. For example, selecting

particular classes of objects based on spectra and looking
for trends can often lead to valuable insight gained about
that object class. However, when studying trends within
astronomy objects of a specific class, typical efforts rely
upon inspecting individual objects on an image in the sky
or in a database table. The approach takes enormous
amounts of time. Furthermore, outliers in the data set can
often skew scientific results and must be located and
removed before any analysis can be performed. Typical
hypotheses relate to identifying trends, common properties,
outliers, and discrepancies in collections of objects. Typical
operations relate to grouping, selecting and analyzing
objects from a collection.

Table 2 summarizes the tasks and challenges typical to
observational astronomy. In summary, the observational
astronomer workflow involves both queries of the type
what—where—correlated-with-what and tasks of the type
browse—group—analyze over multiple surveys at multiple
scales. In conjunction with the big volume and big-vari-
ety of the data, astronomers seek the ability to interact
with and compare multi-field data for a large number of
objects and images.

Last but not least, additional requirements gleaned from
interviews referred to desired interaction rates, ease of use,
learning curve, and cross-platform desirability.

4 DESIGN AND IMPLEMENTATION

Based on the domain data and task analysis, we design a
pipeline for the interactive exploration of observable astron-
omy data. Given the multiple, distributed sources of data,
and the scale of the data, we follow a client-server model
(Fig. 2). The online processes of this architecture are user-
demand driven and occur in real-time. While, in a certain
sense, our work aims to create a “Scientific Google Sky”, we
note that due to different requirements Google Sky uses a
different—albeit unpublished—infrastructure, organization
and implementation than our system.

Our server handles requests for image data and catalogs;
it includes an offline module for preprocessing astronomical
images. Where applicable, to enhance real-time panning
and zooming (and thus help support task types T1 and T3),
we assign prefixes to images, then organize and store them
in a spatially-indexed, prefix-matching structure (Geohash).
We store catalogs locally. Our online data driven spots mod-
ule abstracts catalog results into an image overlay (task type
T2). Our additional Trend Image interactive module allows
the users to visually construct and browse collections of
objects (tasks T4 and T5). Finally, our master Communica-
tion Module handles communication with the client, and
interfaces with the data and the other server modules.

TABLE 1
Data Analysis

TABLE 2
Task Analysis
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The client handles the requests from the user and the
view management process. We support through a sepa-
rate module the tile-stitching and cross-registration pipe-
line (T1 and T3). A second module controls the
rendering and interaction processes through a web-based
interface; ultimately, the module presents the stitched
images and catalog results to the users in the form of
gigabit panoramic overlays, interactive trend images,
and small multiples (tasks T1 through T6). As the user
navigates the sky, the client queries the server with the
current field-of-view or desired catalog information.

Below we describe in detail the server and client modules
which, independently and in conjunction, meet the techni-
cal challenges identified in Table 2: real-time panning and
zooming capabilities, an image cross-registration pipeline,
and scalable visual abstractions and interactions. The online
modules are implemented using web-based technologies,
including WebGL, HTML5 and Javascript.

4.1 Data Retrieval and Preprocessing

We perform image data retrieval and preprocessing on a
per-survey basis. To ensure survey and data set compati-
bility, we extract the RA/Dec coordinates for each image
tile so that images from multiple surveys will be prop-
erly aligned.

For surveys which benefit from an online programmatic
interface, like SDSS, our system implements simple scripts
to access the data remotely. Image data for the SDSS survey
are stored remotely through various data releases; each
release consists of FITS files and frame images. To access
the survey data, our server sends SQL queries and fetches
online images from the SDSS Data Access Server (DAS) and
the SDSS Science Archive Server (SAS).

When a programmatic interface does not exist (e.g.,
FIRST or LSST) we fetch the sky images a-priori and store
them locally. There are 30,500 FIRST image files, requiring
300 GB storage. To ensure compatibility between surveys,
the raw data is processed using the third-party tool
Montage Mosaic [24], to extract the image data from the
raw FITS format; the resulting images are named according
to the RA/Dec center of the image.

In the case of the FIRST survey, we perform further opti-
mization to reduce the rendering load when a large area of
the sky is being viewed. To this end, we use custom Matlab
code to generate a pyramid of image tiles, with four levels
(number of levels empirically determined for demonstration
purposes) of decreasing resolution. We obtain tiles through
repeated Gaussian filtering followed by subsampling. We
perform this entire preprocess once for the data set,
averaging a 30 second generation time per tile. Once the

Fig. 2. Client-server architecture for the interactive exploration of observable astronomy data. On the server side, our offline module (light red) pre-
processes raw astronomical data sets throughMontage Mosaic; where applicable, we assign prefixes to offline images, organize and store them in a
spatially indexed, prefix-matching structure (Geohash). Online server-modules abstract catalog results into visual DDS overlays (DDS Generator)
and handle the construction of trend images (Trend Generator). The client handles the tile stitching and cross-registration process into Gigabit,
zoomable panoramas, manages the rendering and interaction for the overlay view, the trend and small multiple views; and composites the images
using hardware-accelerated shaders. The only third party tools areMontage Mosaic and the MongoDB powering the Geohash.
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local images are preprocessed, we spatially index them for
quick access into the geospatial index powered by Mon-
goDB [9], an open source document-oriented NoSQL data-
base system. We hash the coordinates of the image tiles as
string-based prefixes through MongoDB’s Geohash table.

We do not map locally, however, LSST images to multi-
ple levels of detail, since the domain experts anticipate a
future programmatic online interface. Because this small
LSST test data set is privately owned and accessed, we per-
form the entire procedure a-priori and store locally all
images. Montage Mosaic and MongoDB are the only third-
party tools in our system.

Catalog Data. Aside from sky survey panoramas, we cre-
ate more specific overlays from user-performed searches
over catalogs. We retrieve catalog data from the SDSS server
and store the data locally into a mySQL database.

4.2 Cross-Registration and Online Overlays

To support task types T1 (pan and zoom), T2 (analyze spa-
tial distributions) and T3 (cross-correlate images), we follow
a cross-registration and online overlaying approach.

Sky Panoramas. We create sky panoramas (T1) and cross-
correlate images (T3) by stitching together multiple astron-
omy images into a seamless, zoomable, pixel-based abstrac-
tion. Depending on the survey, astronomy images can
appear in different map projections. While about 25 differ-
ent projections are common, the number of possible projec-
tions is not limited (Fig. 3). In our approach we use the
World Coordinate System (WCS) specification [25]. Our cus-
tom code converts to WCS a variety of image coordinates
given in different projection schemes. SDSS’s projection
scheme is Gnomic (TAN), an azimuthal projection, given by
[26], equations (54) and (55)]. The FIRST radio survey uses a
Slant Orthographic projection (SIN), also an azimuthal pro-
jection, and is given by equations (59) and (60) in [26]. The
LSST simulated data set uses the TAN projection scheme,
similar to SDSS.

For the actual cross-registration and stitching we project
the images on a viewing sphere. Our sphere is an abstrac-
tion of the sky as viewed from Earth, with the camera
located at the center of the sphere.

To overlay sky images for viewing, our next step is to con-
vert the WCS coordinates into the native WebGL graphics
coordinates. The standardWCS Cartesian coordinate system
is a right-handed coordinate system with the positive x, y,
and z axes pointing outward, to the right, and up, respec-
tively. In the WCS spherical coordinate system, the angle u

increases clockwise starting from the positive z-axis, and the

angle f increases counter-clockwise starting from the posi-
tive x-axis. In contrast, in the right-handed WebGL graphics
coordinate system the positive x, y, z, axes point to the right,
up, and outwards, respectively. Furthermore, the angle u

increases clockwise starting from the negative x-axis, and the
angle f increases counter clockwise starting from the nega-
tive y-axis. Due to these differences between the standard
and WebGL coordinate systems, a transformation has to be
applied to convert from the world RA/Dec coordinates to
the WebGL spherical and Cartesian graphics coordinates.
We derive this transformation as

f ¼ ð90� �DecÞ (1)

u ¼ ð270� �RAÞ þ 360� ;when RA > 270� (2)

u ¼ ð270� �RAÞ ;when RA � 270� (3)

x ¼ sinðfÞ � cosðuÞ (4)

y ¼ cosðfÞ (5)

z ¼ sinðfÞ � sinðuÞ; (6)

where Equation (1) spells out, for clarity, the Declination
rotation into the WebGL angle f, and Equations (2) and (3)
spell out the Right Ascension rotation into the WebGL
angle u.

Following the above transformation, our approach maps
sky images to the unit viewing sphere. Aside from projecting
each image tile onto the sky, our cross-registration and over-
lay module also facilitates zooming in and out to account for
telescope parameters, and changing transparency.

DDS Overlays. To support task type T2 (analyze spa-
tial distribution of object), we generate custom data-
driven-spots overlays from catalog data. In response to
the client requirements—desired resolution of the output
image, the minimum and maximum RA/Dec values,
attribute thresholds, desired color-mapping, and any
other optional filters on the other parameters present in
the catalog database—our server creates one or more
new PNG images from the catalog database. The RA/
Dec columns in each tuple are used to position the draw-
ing within the image. The closer the value of the key
attribute is to the maximum threshold, the brighter the
pixel will be at that location. All data tuples are added
to the images, which we then compress and return over
the network to the client application.

Online Compositing. To create a visual abstraction of
multiple data sources (task T3), pixels are further
composited online into transparent overlays using the
WebGL GLSL fragment shader. WebGL has the advan-
tage of performing computations exclusively on the cli-
ent machine GPU, leaving the CPU available for user

Fig. 3. Depending on the survey, astronomical data can appear in differ-
ent map projections (shown in different colors above) [26]. While about
25 different projections are common to astronomy, there is no limit to the
number of possible projections available.

LUCIANI ET AL.: LARGE-SCALE OVERLAYS AND TRENDS: VISUALLY MINING, PANNING AND ZOOMING THE OBSERVABLE UNIVERSE 1053



interaction. To optimize Javascript memory use and tex-
ture loading we implement local garbage collection; this
optimization helps prevent HTML5 from bottlenecking
interaction while rendering texture objects.

The client we implement receives the images, cross-regis-
ters them through the approach described above, computes
the pixel-based overlay and displays it. The client finally
renders the scene, where the visualization scenegraph con-
sists of the viewing sphere with the camera at the center
looking out.

4.3 Interactive Trend Images

As outlined in Table 2, grouping and regrouping spatial
objects according to their properties is a common astronomy
task (task types T4 and T5). The custom overlays we
enable—based on catalog queries (Section 4.2)—facilitate
tasks which analyze scalar properties of the objects. Opac-
ity-control further enables establishing correlations amongst
multiple object properties.

However, some object properties are non-scalar, but
ordered tuples or indexed-arrays for which the index itself
is an object property. For example, object spectra are
ordered tables of (key, value) pairs in which each key is a
specific wavelength and the value is the flux at that wave-
length. Analyzing such table properties across collections of
objects, in order to establish trends or identify outliers, can
be enormously time-consuming. We note that disparate fea-
tures such as data artifacts that exist in a small set of spectra
(amongst the larger pool) tend to be difficult to identify
algorithmically or analytically, due to their ill-defined
nature and randomness. To facilitate this process, we pro-
pose a second compact, pixel-based visual abstraction called
an interactive trend image.

Trend images are a novel visual abstraction which
relies on aligning and resampling property-indexed table
data into a pixel-based representation. The abstraction
further requires and leverages sorting properties of the
data across an object collection. The trend abstraction
builds on the astronomy concept of a 2D composite
image [27].

The input to the trend image abstraction is a collection of
objects. Because of their nature, the objects are guaranteed
to have at least one scalar property suitable for sorting,
psort—the distance from Earth to each object. Each object
also has an indexed-table property in which the keys (a.k.a.
index) are themselves a property of the object. We map the
values in each object’s table to a row of pixels, and then
combine all the rows corresponding to the object collection
into a trend image as described below.

Let N be the total number of objects in the collection. Let
M be the total number of samples in each object’s table-
property—for example, flux, ri1:M , indexed by ordered
wavelength, �i

1:M ; where i is the object index (1 : N). To gen-
erate the trend image, we resample and align the data across
the object collection. We generate first a uniformly-spaced
basis for the collection of objects returned by the client
query. The uniform basis b ranges from the minimum and
maximum keys over all the N queried objects, and it is
incremented by the desired horizontal resolution r of the
image (specified by the client)

b ¼
h
min
i¼1:N
j¼1:M

�
ðiÞ
j : r : max

i¼1:N
j¼1:M

�
ðiÞ
j

i
: (7)

We next generate for each object a normalized table of
values, rnorm, through resampling and interpolation over
the uniform basis

r
ðiÞ
normðkÞ ¼ r

ðiÞ
k�1 þ

�
r
ðiÞ
kþ1 � r

ðiÞ
k�1

� �
�
bk � �

ðiÞ
k�1

�
�
�
ðiÞ
kþ1 � �

ðiÞ
k�1

� ; (8)

where i ¼ 1 : N , k ¼ 1 : jbj
Next, a pixel row is generated for each object. Pixels are

organized from left to right in the table order and are indi-
vidually mapped to a color in the HSV space based on the
property values in the normalized table.

For color encoding, we calculate the hue of each pixel, H,
its saturation S and value V as follows:

Hi
k ¼ ðghigh � g lowÞ �

�
1� ðbðiÞk � bminÞ=bmax

�
(9)

Si
k ¼ 1 (10)

V i
k ¼ �

r
ðiÞ
normðkÞ � rlow

�
=ðrhigh � rlowÞ; (11)

where i ¼ 1 : N , k ¼ 1 : jbj, and ðg low; ghighÞ and ðrlow; rhighÞ
are the user-desired color range, respectively the desired
property-mapping range.

In the example above, H encodes the wavelength and V
encodes the flux value. Other mappings are also possible:
for example, encoding flux alone in a grayscale image
(Fig. 4); encoding rest-frame wavelength (bik=ð1þ ziÞ, where
zi is the object redshift) as hue; or encoding magnitudes for
objects which do not have spectra, but do have broadband
photometric colors which span specific wavelength regions.

To collect data for an interactive trend image, our client
sends to the server queries for sets of spatial objects, and
their desired properties. The server Trend Generator mod-
ule (Fig. 2) fetches and processes the data for each object
matching the query, and caches the object properties of
interest into a local mySQL database. The user may also
specify a color mapping range (ghigh and g low), the desired
property-mapping range, and the desired horizontal resolu-
tion r of the trend image.

Fig. 4. Trend image for a test data set containing 100 quasi-stellar (qua-
sar) objects. Each pixel-row corresponds to the spectrum of a quasar
object; quasars are sorted vertically according to their redshift (a dis-
tance-related measurement). Note how outliers—quasars with unusual
spectra (marked in red)— immediately stand out.
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The server returns to the client the collection of pixel-
based rows, as highly compressed PNG images. In turn, the
client assembles the composite image from the individual
rows using the sorting property psort—for example, the
object distance from the observation point. The client also
facilitates alternative sortings, where available, and further
interaction with the data. Sorting the objects reveals trends
in the data, and helps identify outliers. Further interaction
through a fish-eye lens and details-on-demand enables the
individual analysis of object properties.

Fig. 4 shows an example grayscale trend image generated
for a test data set containing 100 quasi-stellar (quasar)
objects—extremely remote and massive celestial objects.
Since quasars are visually similar in appearance to dim
stars, they are difficult to identify from examination of
image overlays alone. Instead, astronomers differentiate
quasars from other stars by analyzing their spectrum
(Fig. 5). The trend image shows the quasar spectra as hori-
zontal rows, while the vertical sorting property is the quasar
redshift. In this representation, key identifying features
become apparent, such as trends in emission lines present
in quasars (log-style curves in the figure). Outliers such as
quasars with incorrect redshifts or with unusual spectra
immediately stand out, as well.

The trend image abstractions allow the user to
quickly, and intuitively, identify which spectra amongst
the large data set are unlike the others, or those that
belong together in groups. Furthermore, as we show in
Section 5, the identification of outliers from the trends is
key in identifying both (1) new objects of interest that
will bring insight; (2) problems with the previous steps
in the data analysis and processing.

4.4 Rendering and Interaction

Panning and Zooming Large-Scale Overlays. To enable interac-
tive panning and zooming, an Overlay Manager maintains
the current viewing location and parameters, as well as a
list of the image tiles currently in the view. The manager
sends to the server requests for new images, when needed.

Panning the view maps mouse motion to updates in the
view range. Zooming also computes and maps the new
scale to updates in the viewing range. If the updated range
covers images that have not been fetched yet, the manager
requests for those image tiles to be sent out to all overlays
that are listening to the current view. Each of those requests
is handled asynchronously.

Interactive trend image rendering and the on-demand
spectra are handled as a separate process, in a side panel
from the sky-view. Similar to the custom-overlay creation
process, users can specify the parameters to be used in the
construction of the trend image and then interact with the
resulting set of spectra.

Trend Image Interaction. On the client side, we provide
interaction techniques to further help support workflows
related to object-group analysis. Hovering over the trend
image highlights individual rows for inspection; a GLSL
shader fish-eye lens can further be activated to magnify a
selected row.

Details-on-demand (task T6) are also provided: such as
the spectrum for that object, the object ID, and its coordi-
nates. Selecting the plot opens a new tab in the browser that
links to the object’s SDSS reference page. This allows the
user to drill-down for additional properties.

Small Multiples. The objects in the current collection may
not be located in the same area of the sky, and thus may not
be visible or distinguishable in a single gigabit overlay
view. To facilitate the analysis of such collections (task T6),
we provide an additional small multiples view of the collec-
tion of objects represented by the trend image. In order to
retrieve a postage-stamp image of each object, the client
sends the list of object coordinates to the server. The server
then connects to the SDSS Science Archive Server and
requests cutout field images centered around the coordi-
nates it received. Finally, the images are returned to the cli-
ent and rendered in the small multiple view.

Linked Views. Dynamic queries and view linking further
allow the users to refine the collection of objects repre-
sented by the trend image (task T5). Through query inter-
action in a linked panel the client can both filter out
incorrect results as well as add new entries to the visual
abstraction. Right-clicking on an object line in the trend
view enables the user to jump to the object’s image in the
gigabit overlay panel, and thus make further inferences
based on the object’s celestial neighborhood.

Overall, the use of the trend pixel-based abstraction
allows viewing and analyzing data for large collections of
objects, while efficiently using the available screen real
estate. Along with the zooming, filtering, details-on-
demand, dynamic queries and linked-views interaction
techniques described above, the small multiples representa-
tion aides in both identification and filtering of the results.
Furthermore, condensing the data from multiple FITS files
into PNG images enables us to avoid the transfer of large
FITS files to the client. The approach reduces thus the band-
width usage between the client and server.

5 RESULTS

In this section we report on the performance of our
approach. We first measure the precomputation of the

Fig. 5. On-demand spectrum for a Fig. 4 quasar object. The spectrum
plot contains dotted lines to indicate the wavelengths at which atoms are
absorbed or emitted.
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FIRST images stored on the back end of the pipeline; con-
version to raw images, mosaicking, and reprojection. Next
we report rendering speeds with varying amounts of image
data presented to the user. We then present a case study
where domain experts perform an overlay-based analysis
with our tool and report their findings. A second case-study
examines the benefits of interactive trend images to brows-
ing and grouping tasks. The third and most complex case
study follows an integrated workflow through our system.
Finally, we report feedback from repeated evaluation with a
group of five astronomy researchers, as well as from three
astronomy workshops where the tool was demonstrated
and made available to astronomers for testing. The work-
shops correspond to separate interest-based groups of
astronomers associated with particular sky surveys; each
workshop featured more than 30 participants. The imple-
mentation of our approach is in its beta release.

Preprocessing.Offline precomputation of the FIRST images
is the most time consuming part of the pipeline; however,
this stage only has to be performed oncewhen the data is first
acquired for a survey. Each image takes between 30 and 40
seconds to generate, with 20 seconds of the process dedicated
to reprojecting the image into the WCS map projection.
Depending on the sky coverage of the survey, this prepro-
cessing can take anywhere from a week to a month. In the
case of FIRST, it took fifteen days to compute all of the images
needed for tiles using a server running CentOS 6, Dual 6
Core processor at 24 GHz, and 32 GB RAM.

Performance. The initial data retrieval and loading stage
varies depending on the source the images arrive from. To
retrieve FIRST images from our server, a loading time of 50-
200 ms is incurred for sizes varying between 400-700 KB.
Retrieving LSST images from our server incurs a loading
time between 200-400 ms with sizes varying between 4-5
MB. Finally, SDSS loading times are slightly higher, typically
incurring 750-1250 ms with sizes varying between 60-70 KB.
These speeds can vary greatly depending on the bandwidth
and load of the SDSS servers at the time of use.

Trend image generation takes between 25 seconds (for a
50 object collection) to 130 seconds (for a 200 object collec-
tion), on a Macbook Pro, 2.3 GHz Quad Core i7 with 8G of
RAM. Returning the spectrum associated with an object

takes between 180 and 220 ms, dependent on the speed of
the network.

Once the images are fetched, the rendering speed hovers
at 45 frames per second on a Windows 7 Machine, Quad
Core i5, 16 GB RAM. This allows interactive panning and
zooming to regions of interest. Our web-based implementa-
tion has been tested on multiple browsers such as Safari,
Chrome and Firefox.

5.1 Case Study: UGC 08782 - A Dusty Elliptical

Fig. 6 shows how the cross-correlation and interactive visual
navigation of SDSS and FIRST can be used in tandem for
immediate gains in astronomy. Two of our co-authors are
senior astronomy researchers and provide the following
case study (completed in minutes) and feedback.

Fig. 6a shows an optical image from UGC 08782, a bright
elliptical galaxy at a redshift of 0.045. The morphology of
this galaxy was originally ambiguous between a spiral and
a dusty elliptical, exhibiting dust lanes and disturbed mor-
phological features. Dusty ellipticals are often seen to show
signatures of an active galactic nucleus (AGN) [28], [29].
Some of these AGN exhibit jets, which tend to be perpendic-
ular to the dust lanes. One way to test if UGC 08782 fits
these trends is by checking its SDSS spectrum, viewing the
optical image, and searching for radio counterparts [30].
Fig. 6b shows radio observations from the FIRST survey of
the same region, which detected several interesting features.
The image in the radio looks quite different. There is a sin-
gle bright point where the optical galaxy ought to be and
two bright patches extending to the upper right. Due to the
differing resolutions and sensitivities of the surveys, it is
unclear looking at the individual images whether the FIRST
emission is from a unique object or associated with UGC
08782. Without our system, associating the FIRST emission
with an optical counterpart would require manually search-
ing optical catalogs for nearby objects and match on posi-
tion, ranking by closest proximity; and then carefully
overlaying the two locations using photo-editing software.
The astronomers estimate the process would require 30
minutes to one hour, end to end.

In contrast, when the images are viewed together
(Fig. 6c), in under one minute, using our online overlays,

Fig. 6. Images of UGC 08782 from two surveys. Fig. 6(a) shows an optical image of the galaxy from the SDSS while Fig. 6(b) shows a radio image of
the same galaxy from FIRST. When overlaid in Fig. 6(c), the connection between the two as radio emission emanating as jets from the central black
hole of the galaxy becomes immediately clear.
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the association between these two sources from different
surveys is immediate. The bright radio point source lines
up on the center of the optical galaxy, as it would if it were
the nucleus of the galaxy. The two patches of radio emission
in the upper right appear to emanate from the central point
source, as a radio jet might. Not only does the overlay allow
for a more efficient cross-matching, it also provides a nice
framework for understanding the physical processes
observed in each survey and how those processes are con-
nected to one another.

5.2 Case Study: Trends in Type Ia Supernovae

The second case-study, completed by two different senior
astronomy researchers, showcases the benefits of trend
images in the analysis of large collections of Type Ia
(“one-A”) Supernovae. Supernovae are stars that are under-
going catastrophic explosions, which can be classified
according to their spectra. In particular, the spectrum of a
Type Ia Supernova is characterized by a lack of hydrogen
lines, a strong absorption line at 6,550 angstroms near maxi-
mum, and late-time spectrum iron-group emission lines.
Identifying these spectrum-based features via direct catalog
querying is, however, a laborious and intensive process.
The process is further prone to errors such as inclusion of
problematic data, or exclusion of a good object. To alleviate
these shortcomings, the researchers were looking for ways
to group, analyze trends, and regroup potential collections
of Type 1a Supernovae.

The trend image mechanism enabled the researchers to
quickly query the SDSS DR7 survey, then analyze and group
200 potential Type Ia Supernova objects (Fig. 7). In these
trend images, the spectrum of objects is plotted as intensity
along theX axiswhile the objects themselves are sorted along
Y according to their redshift. Redshift is the factor by which
the wavelengths of light have been stretched as it travels by
the expansion of the Universe and provides a sorting in
terms of how far back in time we are looking for each object,
or equivalently a sorting in distance. Sorting along the red-
shift property let the researchers immediately see how spec-
tral features (such as emission lines from particular
elements) move in observed wavelength with redshift, and
immediately observe whether the strength of those features
is changing over time. Objects with incorrect redshifts or

with unusual spectra immediately stand out because of the
great mismatchwith their neighbors.

Producing this first trend image from the raw observa-
tions (Fig. 7a) brought immediate attention to two distinct
outlier classes: 1) the periodic bright spots in the otherwise
grey lines (one line a few rows down from the top and
another 1/3 down from the top), as well as three half-length
continuous lines near the bottom (one white, two black);
and 2) the individual bright pixels in spectra scattered
among the data. These classes are visibly noticeable as out-
liers to the rest of the spectra in the image that—according
to the researchers—would have taken many man-hours to
discover by combing through each spectrum in the data set
individually. Upon further examination of the individual
spectra, the first class turned out to be a data reduction
issue: unreasonable values in the released telescope data.
The second class turned out to be an astrophysically inter-
esting issue: emission lines from the region of the host gal-
axy underlying the supernovae.

After investigation and correction of the first issue, the
researchers arrived at the new visualization in Fig. 7b. This
second trend image has the powerful property that features
which are vertical lines (constant observed wavelength) rep-
resent information about detector problems or atmospheric
lines, whereas the properties of the supernovae themselves
follow the curves of constant rest wavelength seen in the
dark and light bands. The smooth trends seen in this visual
representation of supernova spectra confirm that they
exhibit similar features with one another and can be
grouped together as one class of objects. The researchers
took about 10 minutes with our system to complete this case
study, with most of the time spent examining the outlier
spectra. They estimate that, without our system, the study
would require on the order of weeks of work.

5.3 Case Study: Spectroscopic Analysis of Galaxies

The third case study follows an integrated workflow
through our system. In this study, a senior astronomer is
interested in the spectroscopic analysis of galaxies, and in
particular, in understanding how object colors, and absorp-
tion and emission features in spectra from different classes
relate to each other. The astronomer began his analysis by
examining first the properties of galaxy spectra in contrast

Fig. 7. Two trend images generated for the Type Ia Supernovae case study. This interactive visualization allows users to see the spectrum of interest
in order to identify unusual outliers. In the first image, 200 Type Ia Supernovae objects are ordered in increasing redshift top (z ¼ 0:15) to bottom
(z ¼ 1:0) and increasing wavelength left to right. The general broad features of the Type Ia can be seen in the dark and light bands that represent
characteristic features of explosions. These bands smoothly trace-back over redshift, indicating that these objects form a consistent class. The first
trend image (a) shows clear evidence of potential outliers: objects with unusual spectra that do not match the group. Upon further inspection of these
objects, the astronomer removed the confirmed outliers and generated the reduced data set shown in (b).
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to those of stars and quasars. To this end, he used our sys-
tem to do a broad query over the Sloan digital sky survey
for 200 astronomical objects within 1 degree of RA, Dec:
191.0, 26.0, a region pointing towards the Galactic North
Pole. Specific search parameters included the RA, Dec, red-
shift, and g-r color (a star with a high g-r color is redder
than a star with a low g-r color.)

Continuing to use the system, the researcher then gener-
ated the trend image corresponding to the spectra in this
resulting data set (Fig. 8). To explore the trends in the data
set, he sorted the trend image first by redshift. Sorting by
redshift shows the stars, galaxies, and quasars existing in
three distinct locations in this parameter space. Galaxies
occupy the majority of the parameter space, in the central
part of the image, with many clear absorption and emission
features visible as dark, and bright lines, respectively, trend-
ing through the visual representation. For example, at the
right of the image, the researcher could clearly see the
strong H-alpha and SII emission lines in star-forming galax-
ies trending upwards and to the right. These features were
also apparent in the one-dimensional spectra detail on
demand. The sudden disappearance of the feature at higher
redshift revealed a fair number of elliptical galaxies lacking
these features. He noticed similar trends in the dark-banded
absorption lines.

Stars and quasars occupy less of the parameter space in
this particular region of the sky butwere still instantly visible
to the researcher in the trend image. The stars occupy the
“noisier”, lower part of the image and make their presence
known by “breaking up” the nice trends seen in the galaxy
spectra. Zooming in on the stellar spectra revealed to the
researcher the presence of vertical absorption lines bands,
that exhibit no trend with redshift. The researcher recalled
that the stars had a redshift close to 0, due to the stars location
within the Milky Way Galaxy. The quasars are visible in the
upper part of the image. As quasars are galaxies that pre-
dominantly exist at high redshifts, they looked entirely blue.

Sorting on g-r color (Fig. 8 right) further revealed that the
star-forming galaxies exhibiting strong emission lines fea-
tures are also blue in color, reflecting their young age. In
contrast, elliptical galaxies tended to be redder, reflecting
their older ages. At the very top, the researcher noticed a
fair number of extremely red stars in the Milky Way North

Pole. He concluded these stars are thus likely a part of the
Milky Way halo, a spheroid surrounding the disk contain-
ing clusters of old, red stars that have existed since the earli-
est formations of the Milky Way.

Having explored the trends in the various objects found
towards the Galactic North Pole, the astronomer decided to
inspect the objects themselves along with their local envi-
ronment by bringing up the thumbnail images of the data
set (see accompanying video, which can be found on the
Computer Society Digital Library at http://doi.ieeecompu-
tersociety.org/10.1109/TVCG.2014.2312008.) He found the
galaxies in this direction to be an average mix of galaxies
exhibiting a wide variety of properties.

Curious about the positional relationship between the
North Pole stars, the galaxies, and quasars, the astronomer
then decided to display an overlay of all the objects in the
data set, color-coded by redshift, with marker differentiat-
ing between the three classes of objects. He found that all
three classes appeared evenly distributed within the region
specified in his query.

Finally, examining the full sky image of this region (see
video, available in the online supplementary material), the
astronomer visually noticed a large numbers of red stars in
the halo of our Galaxy, supporting his deductions from the
trend image. Wondering if any of the galaxies or quasars in
the data set are producing radio emissions, he overlaid the
FIRST radio survey and explored the overlapping regions.
Following these observations, with no noticeable overlap-
ping features between the radio and optical images, the
astronomer decided to explore, in a future study, the ques-
tion of whether or not stars and galaxies in the directions
toward the Galactic center and anti-center exhibit similar
colors as seen in the direction of the Galactic North Pole.

The astronomer estimates that completing the present
study in the absence of our system would have required
weeks of collecting, examining, and grouping the data. Typ-
ically, researchers would have approached the problem by
first identifying the type of data they are interested in
through papers, catalogs, or a perhaps a specialized inter-
face. These data are specific to the question they are
attempting to answer, and are seldom restricted to one par-
ticular survey. Our researcher and his group would then
manually download locally all the data and/or catalogs

Fig. 8. Trend image for 200 galaxies, stars, and quasars in the direction towards the Galactic North Pole, from the Sloan digital sky survey. In the left
image (a), each row is an object’s spectrum, plotted along x in observed wavelength, and sorted along y in redshift, with smaller values at the bottom.
Galaxies occupy the majority of the parameter space, in the central part of the image; stars are grouped in the noisier, bottom part; while quasars (top
band) appear entirely blue. In the right image (b), the same object rows have been sorted by g-r color, with smaller (bluer) values at the bottom and
larger (redder) values at the top. In this image, star-forming galaxies with strong emission lines features are blue in color, reflecting their young age.
In contrast, elliptical galaxies tend to be redder, reflecting their older ages. At the very top, the researcher noticed a fair number of extremely red stars
in the Milky Way North Pole.
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satisfying their initial criteria. He would then display the
imaging or spectroscopic data in a local software package,
manually inspecting individual objects in this data set one
at a time, all the while marking outliers, objects of interest,
or interesting patterns. Classification of spectroscopic
objects is often done by the identification of specific emis-
sion—or absorption—line features visible in the spectrum.
This approach is rather time-consuming, involving the ini-
tial data location and acquisition, combined with manual
inspection of spectra for spectral-line identification. Manual
inspection, on an individual basis, of an object’s spectral
class could take anywhere from 1-30 seconds, depending on
the astronomer’s goals. Cross-survey correlations, and
marking interesting or outlying objects, for further analysis
may often take much longer. Performing this set of tasks for
hundreds of objects at a time was an unreasonable time
commitment for the astronomer.

In contrast, collecting, viewing and visually analyzing
the results in our system highlighted practically instantly
many aspects of the spectroscopic data set that would have
been difficult to glean by examining the spectra one at a
time. Completing this case study (highlighted in the accom-
panying video, available in the online supplementary mate-
rial) with our system has only required 5 to 10 minutes. The
astronomer has adopted our system as a research tool.

5.4 Domain-Expert Feedback

Feedback from repeat evaluation meetings showed enthusi-
asm for the tool. The domain experts considered the
approach “an exciting and effective tool for visualizing all-
sky surveys. Many of the tools required have been imple-
mented effectively.” The ability to compare images of the
sky taken at different wavelengths simultaneously and to
visually query catalogs was particularly appreciated, while
the interactive navigation was considered on par with the
much appreciated Google Sky interface. The interactive
trend images attracted enthusiastic feedback. Astronomers
stated that the interactive trend images allow them to more
easily and quickly identify patterns and outliers in the data.
The researchers are eager to use the tool in their research
and in classrooms.

The workshop expert-users particularly appreciated the
ability to combine separate sources of information without
having to resort to cumbersome, external tools for image
processing. As shown in the example in Fig. 9, overlaying
catalog search results visually further enables queries of the

what-where-correlated-with-what type. In this example, more
than 800 points resulting from searches over the Sloan digi-
tal sky survey catalog are visualized efficiently using pixel-
based overlays: two query results based on two different
attributes are overlaid (red for redshift, blue for the focal
ratio of the telescope; brighter intensities correspond to
greater values), revealing vertical spatial patterns in con-
junction to attribute overlaps. Fig. 1 further shows three
cross-correlated overlays (partial coverage shown in the
figure solely for static illustration purposes) of optical obser-
vations, radio-emission observations, and simulation results
from the SDSS sky survey, the FIRST sky survey, and the
LSST data set. Transparency can be interactively controlled
for each overlay, enabling cross-spectrum analysis. The
workshop researchers are interested in applying this proto-
type to specific problems such as browsing large sets of
objects and galaxy identification. In toy demonstrations, the
interactive trend images have already been used to browse–
group–analyze several collections of objects, from galaxies to
quasars; to great feedback and requests for immediate
release to the astronomy community. Several astronomy
research groups have expressed keen interest in integrating
their data with our tool.

6 DISCUSSION AND CONCLUSION

Our approach enables the visual cross-correlation of sky
surveys taken at different wavelengths, as well as the visual
querying of catalogs. Furthermore, the combination of pre-
fix-matching indexing, a client-server backbone, and of
pixel-based overlays makes possible the interactive explora-
tion of large scale, complementary astronomy observations.

New surveys can be flexibly added to the system, pro-
vided they specify the raw image data and the projection
information of the telescope in standard FITS files. For sur-
veys which benefit from a programmatic interface, our sys-
tem would implement a simple script to access the data
from the online interface. If a programmatic interface does
not exist, the images would first need to be downloaded,
organized in indices, and stored on local servers.

Our results show that pixel-based overlays and geohash-
ing have the potential to generate scalable, interactive,
graphical representations of astronomy data. This approach
may allow us to overcome bandwidth and screen-space cur-
rent limitations in astronomy visualization. The advantages
of this approach are its versatility, flexible control on the cli-
ent side, and visual scalability (to the pixel level), enabling
the visual analysis of large data sets. Accessing graphics
hardware through WebGL further provides the users with a
rich, graphics-accelerated web experience.

The trend image visual abstractions naturally highlight
the trends within objects of a given class. They also support
the rapid identification of outlier objects in an object collec-
tion—be they outlier objects characterized by poor data/
identifications, or outlier objects which have unusual physi-
cal properties. Interactive trend images similar to those
depicted in Fig. 7 may be constructed with almost any prop-
erty of the object of interest—such as distance, color, or time
since a transient event began—for the Y sorting. These inter-
active representations provide a rapid way to look for corre-
lations between properties of objects, but also take

Fig. 9. 831 points resulting from searches over the Sloan digital sky sur-
vey catalog database are visualized efficiently using pixel-based over-
lays. Two query results based on two different attributes are overlaid
(red for redshift, blue for the focal ratio of the telescope; brighter intensi-
ties correspond to greater values), revealing spatial patterns in conjunc-
tion to attribute overlaps.
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advantage of the human eye’s ability to recognize patterns
and detect outliers.

Finally, evaluation on three case studies, as well as over-
whelmingly positive feedback from astronomers emphasize
the benefits of this visual approach to the observational
astronomy field. In terms of limitations, relying on stream-
ing the data from remote sources is a concern as certain sur-
veys do not provide programmatic access to their images.

In conclusion, we have introduced a novel approach to
assist the interactive exploration and analysis of large-scale
observational astronomy data sets. Our approach success-
fully integrates large-scale, distributed, multi-layer geospa-
tial data while attaining interactive visual mining, panning
and zooming framerates. From a technical perspective, we
contribute a novel computing infrastructure to cross-regis-
ter, cache, index, and present large-scale geospatial data at
interactive rates. Large local image data sets are partitioned
into a spatial index structure that allows prefix-matching of
spatial objects and regions. In conjunction with pixel-based
overlays and trend images, this web-based approach allows
fetching, displaying, panning and zooming of gigabit pan-
oramas of the sky in real time. In our implementation,
images from three surveys (SDSS, FIRST, and LSST), and
catalog search results were visually cross-registered and
integrated as overlays, allowing cross-spectrum analysis of
astronomy observations.

From the application end, we contribute an analysis and
model of the observational astronomy domain, as well as
three case studies and an evaluation from domain experts.
Astronomer feedback and testing indicates that our
approach matches the interactivity of state-of-the-art, corpo-
rate educational tools, while having the power and flexibil-
ity needed to serve the observational astronomy research
community. Being able to quickly aggregate and overlay
data from multiple surveys brings immediate clarity to
inherently complex phenomena, reducing time spent man-
aging the data while allocating more time for science.
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