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ABSTRACT

While large language models (LLMs) are increasingly used for 
generating parallel scientific code, most current efforts 
emphasize functional correctness, often overlooking 
performance and energy considerations. In this work, we 
propose LASSI-EE, an automated LLM-based refactoring 
framework that generates energy-efficient parallel code on a 
target parallel system for a given parallel code as input. 

Through a multi-stage, iterative pipeline process,
LASSI-EE achieved an average energy reduction of 
47% across 85% of the 20 HeCBench benchmarks 
tested on NVIDIA A100 GPUs. Our findings demonstrate the 
broader potential of LLMs, not only for generating correct code 
but also for enabling energy-aware programming. We also 
address key insights and limitations within the framework, 
offering valuable guidance for future improvements.

LASSI FRAMEWORK
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A novel code generation framework:
• LLM-based Automated Self-correcting pipeline for

 generating parallel ScIentific codes
• Augmented context through self-prompting.
• Feedback from code compilation and execution for

 self-correction.
• Previous version for code translation [1].
• Code runtime power profiling, LLM-as-a-Judge Agent.

• Strategy toward consistent energy-efficient parallel code 
refactoring: combine the base LLM capability (Stage 1) 
with the context-infused, iterative, and self-prompted 
LLM results (Stage 3).
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System: 
Linux
NVIDIA A100 GPU 80 GB
NVIDIA driver v 560.35.05
CUDA v 12.6

LLM: o3-mini
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HeCBench codes [2]
• Open-source heterogeneous apps in multiple languages.
• Runtime args selected for measurable power draw.
• Codes compiled with:

nvcc -std=c++14 -Xcompiler -Wall -arch=sm_80 -O3

https://github.com/SPEAR-UIC/LASSI

EXAMPLE CODE CHANGE
   threadfence

Example power profile
 of jacobi source code.

‘Self-correct’
iteration sub-pipeline

LASSI-EE Pipeline Results for Generating Energy-aware Codes

Runtime:
 7.90 s

Ave. net power:
 162.46 W

Net energy consumed:
 1,281.83 J

Resulting power profile
 of jacobi code after

 LASSI-EE refactoring. Runtime:
 6.59 s

Ave. net power:
 99.79 W

Net energy consumed:
 656.61 J

= 49% energy savings!

• Strategy categories of 
optimization techniques 
implemented by the 17 
refactored codes with energy 
savings, as identified by the 
LLM-as-a-Judge agent.

• Over half of the apps 
implement four or more 
optimization strategies.
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