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ABSTRACT

Shared Miletus is a networked Virtual Cultural
Heritage application first demonstrated at the
INET 2000 conference. In this application we
sought to explore new tools and techniques, ones
that could be useful to create a networked vir-
tual environment which takes the place of a tra-
ditional museum. This paper describes the soft-
ware used to build the environment, and the vir-
tual tools created specifically to support remote,
international visitors to the exhibition.

1. INTRODUCTION

Cultural heritage is becoming an important ap-
plication for virtual reality technology. A recent
EC/NSF Advanced Research Workshop identi-
fied it as one of the key application domains for
driving the development of new human-computer
interfaces such as VR [1]. Computer simulations
can offer public access to reconstructions of his-
torical sites or artifacts that would normally be
inaccessible, due to location or the fragile con-
dition of the artifacts. They also provide the
possibility of visiting places that no longer exist
at all, or of viewing the how the sites would have
appeared at different times in history.

A number of research projects have delved
into the problems of building accurate digital re-
constructions of ancient artifacts. For example,
[2] describes the work done in creating models of
the tombs of Nefertari and Tutankhamun, and
presenting a VR tour of the models in a pub-
lic museum. QOur interest extends to what to
do with the basic, computerized content, once
it has been created. We see the combination
of virtual reality and high speed network tech-
nologies as making possible a networked virtual
museum, where people can step directly into an
ancient city across the Internet.
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Figure 1: Miletus in the ReaCTor

2. BACKGROUND

The Foundation of the Hellenic World (FHW)
is a non-profit, privately funded museum and
cultural research institution in Athens, Greece.
Its mission is to preserve and present Hellenic
history and culture; it seeks to use state-of-the-
art technology to accomplish these goals. The
FHW owus two virtual reality systems, an Im-
mersaDesk and a ReaCTor, that are used to
present a variety of content created by Foun-
dation staff [3]. Exhibits using the systems have
included 3D reconstructions of ancient cities and
buildings, as well as educational, interactive en-
vironments such as the history of Hellenic cos-
tume. Experienced museum guides lead visitors
through the exhibits; the guides must have both
technical skills to operate the VR displays and
museum education skills to explain the history
of the city. The guides are an important part
of the exhibits, and any Internet-based version
of these exhibits must in some way take into ac-
count their role in educating visitors.

One of the first applications shown in the



VR systems at FHW was a reconstruction of
Miletus, an ancient city on the coast of Asia
Minor (see figure 1). Detailed models of some
of the buildings of Miletus were created, and
museum visitors can explore the city as it was
in antiquity.

2.1. iGrid 2000

The International Grid (iGrid) is a series of re-
search demonstrations highlighting the value of
international high-speed computer networks in
science, media communications, and education
[4]. iGrid 2000 took place at the INET 2000
conference in Yokohama, Japan. It provided a
100 Mbps connection from the conference site
to STAR TAP in Chicago; STAR TAP serves as
an international connection point for several re-
search networks in America, Furope, and Asia.
For this demonstration, we created an experi-
mental, shared version of the Miletus environ-
ment. The objective of the application was to
take the content that would normally be shown
in the controlled environment of FHW’s mu-
seum, and let remote, networked people visit it.
In particular, we did not want to simply make
it something like a VRML model that visitors
would download and then play with on their
own; instead, it was to be a dynamically shared
world, "hosted” by the conference demonstra-
tors (or, in the future, the museum).

3. YGDRASIL

Shared Miletus is based on the Ygdrasil author-
ing system. Ygdrasil is a framework that we are
developing as a tool for creating networked vir-
tual environments. It is focused on building the
behaviors of virtual objects from re-usable com-
ponents, and on sharing the state of an environ-
ment through a distributed scene graph mecha-
nism. It is presently being used in the construc-
tion of several artistic and educational applica-
tions.

Ygdrasil is built in C++, around SGI’s IRIS
Performer visual simulation toolkit [5] and the
CAVERNSsoft G2 networking library [6]. Per-
former provides a hierarchical scene graph rep-
resentation of the virtual world database; our
framework extends this to be a shared scene
graph. Necessary data, such as lists of nodes’
children, transformation matrices, and model in-
formation, are automatically distributed among
participants in the application via CAVERN-
soft. CAVERNsoft is a networking toolkit for
VR that emphasizes integrating VR with high-

performance and data-intensive computing over

high-speed networks. It provides a distributed
database mechanism, which we use to share the
scene graph data.

In Ygdrasil, in addition to the basic graphi-
cal data as used in Performer, any scene graph
node can have behaviors built in to it, by sub-
classing one of the core node classes. Each par-
ticular node is considered to be owned by the
host that creates it. The owning host maintains
the master version of the node, and executes any
behavior associated with it. All other hosts will
create proxy versions of the node, and only re-
ceive data for it throngh CAVERNsoft; they do
not directly modify the node (they can however
send messages to the master copy to request
changes). The proxy version of a node is typ-
ically of the simpler parent class type, without
the added behavior code. Thus, if all of the main
behaviors for a virtual world are executed by a
single master version of the scene, remote sites
can join in this world without needing anything
beyond the standard, core node types.

The data that are shared for any node in
the scene graph are stored in the CAVERNsoft
database keyed by the node name and the data
members’ names (see figure 2). When a client is
first informed about a new node (by the node’s
name), it looks up the node and its type in the
database. It can then retrieve all the other data
as needed.

Most behaviors in Ygdrasil applications are
built as simple components in C++. They are
new node classes that extend other, existing class-
es. The individual node classes are compiled
into dynamically loaded objects (DSOs), so that
they can be rapidly added to a world or modi-
fied. The system also includes a number of pre-
made classes (also DSOs) that implement com-
mon virtual world interactions; these include such
things as users’ avatars, navigation controls, and
triggers that detect when a user enters an area.
These built-in tools simplify the quick construc-
tion of many basic applications.

The actual composition of a virtual world in
Yegdrasil is done using a higher level, scripting-
like layer. Rather than a traditional procedural
or object-oriented type of language (e.g. the use
of Scheme in Avango [7]), this scripting layer
is a simple textual representation of the scene
graph layout (or a fragment of a scene graph),
similar to an Openlnventor object file. It tells
the system what kinds of nodes to create, and
includes commands with each node to define or
modify its behavior. This layer makes it possi-
ble for non-programming designers to create a
world by simply plugging together the compo-
nents, working with experienced programmers
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Figure 2: Ygdrasil scene graph database

when necessary to create new behavior nodes.

4. SHARED MILETUS

In creating the demonstration of the Shared Mile-
tus environment, we focused on two issues
guiding visitors through the city, and providing
them with information about what they were
seeing. These features needed to work in an
internationally distributed environment, where
users could come and go from the space at will.
Many museum-based VR exhibits will lead
visitors through the virtual world on a pre-selected
path, so that users do not have to learn any
special controls or know where they should be
going. The river metaphor, described in [8], ex-
tends this model by allowing the users to stray
somewhat from the fixed path, but always guar-
anteeing that they continue to progress in the
right direction. In our case, we wanted to give
the visitors freedom to explore Miletus at their
own pace. They were given a 3D wand used
for simple joystick-driven navigation; a recorded
introduction when they entered the space ex-
plained how to use the wand. To make it easier
to get to places of interest, we also gave them
a dynamic, virtual map. This map showed the
layout of the city, the user’s position in it, and
also the positions of any other participants in
the shared world. This helped them to drive to
particular buildings, or to meet up with other

visitors or guides from the museum. In addition,
the map could be used as a navigation shortcut —
clicking on a particular building would summon
a magic carpet that then automatically brought
the user to that building’s entrance. If a visi-
tor were to get completely lost, a special reset
button would start him back at the entrance to
Miletus, and repla the instructions on how to
use the wand and map.

The first stage of providing visitors with in-
formation about Miletus was to include expert
human guides. Guides from the actual, ”official”
museum could enter the shared world, just like
an ordinary visitor. Through their avatars, and
streaming network audio connections, the guides
could then interact with the visitors, pointing
out special details and answering questions.

Given the international scope of the shared
space, human guides alone are unlikely to be
enough — there could be large numbers of visi-
tors, and they could be exploring the space at
any time of day. So, we placed automated in-
formation kiosks within the various buildings of
Miletus. These kiosks contained pre-recorded
audio commentary describing each building and
its history. In order to support an international
audience, this audio was available in multiple
languages; for the iGrid demo we provided En-

glish and Japanese commentaries, but given enough

time and translation personnel, any number of
languages could be supported. The multi-lingual
capability was implemented by having each vis-
itor carry their own virtual audio tool. The tool
was effectively a part of the user’s avatar, and
kept track of his preferred language. When the
user approached a kiosk, a trigger detected the
presence of an audio tool and sent the tool mes-
sages informing it of what recordings the kiosk
could provide. If the user chose to listen to one
of them, the tool would send a request back to
the kiosk, asking for the appropriate sound file
for the desired language. Other tools at the en-
trance to the world could be used to switch lan-
guages — clicking on a Japanese flag icon would
send a message to the user’s audio tool to use
Japanese, for example. The audio tool also pro-
vided the introduction and navigation instruc-
tions in the appropriate language.

5. CONCLUSION

The iGrid 2000 demo of Shared Miletus was
successful; however, the particular high-end re-
search nature of the venue also points out the
current limitations of the application. The gen-
eral public does not have easy access to high
speed international networks and large-scale VR



devices. We do not feel these problems are in-
surmountable, though — general broadband net-
work access is continually improving, bring greater
bandwidth to private citizens, and home com-
puter capabilities are increasing thanks to the
demands of games. We are now able to run a
reduced version of Miletus on an ordinary Linux
PC with a commercial graphics card.

Shared Miletus has demonstrated the possi-
ble future use of networking and virtual reality
to provide a tele-immersive museum. This ap-
proach can increase the accessibility of a mu-
seum to world-wide audiences. It can also allow
much larger and more in-depth exhibits than
in a physical museum, and offers a chance for
greater direct interaction by visitors with an ex-
hibit. We have only just scratched the surface of
what is possible in such a virtual museum; much
work still remains in both the creation of tools
and the construction of new experiences for the
public.
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