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Abstract

The Round Earth Project is investigating how virtual re-
ality technology can be used to help teach concepts that
are counter-intuitive to a learner's currently held mental
model. Virtual reality can be used to provide an alterna-
tive cognitive starting point that does not carry the bag-
gage of past experiences. In particular this paper describes
our work in comparing two strategies for teaching young
children that the Earth is spherical when their everyday
experiences tell them it is at.

1 Introduction

The concept of a round Earth is not a simple one for
children to acquire. Their everyday experience reinforces
their deeply held notion that the Earth is at. Told by
adults that the Earth is round, they often react by con-
structing a mental model of the Earth as a pancake, or
a terrarium-like structure with people living on the at
dirt layer inside, or even a dual model with a spher-
ical Earth and a at Earth coexisting simultaneously
[7, 11, 12]. In e�ect, children attempt to accommodate
the new knowledge within the framework of their existing
conceptual models, while holding tight to the features of
those prior models, thereby inhibiting fundamental con-
ceptual change.
The Round Earth Project is a collaboration among re-

searchers in computer science, education and psychology
to investigate two alternative pedagogical strategies for
teaching children that the Earth is spherical, and the im-
plications of that fact. One strategy, which we term the
transformationalist approach, attempts to e�ect concep-
tual change by evidencing a breakdown in the children's
prior models. The alternative displacement strategy, in
contrast, attempts to e�ect learning in an alternative set-
ting (in our case, a small diameter asteroid), free of pre-
existing biases, and to relate that learning back to the
target domain: the Earth.
Virtual reality (VR) technologies are used to support

both pedagogical Strategies. In the transformationalist

approach, VR is used to simulate the launching of a space-
craft from the Earth's surface and subsequent exploration
within a �xed-height orbit. In the displacement approach,
VR is used to simulate a small diameter asteroid upon
which the learner may walk on a body with a curved hori-
zon, see objects `appear' from `below' the horizon, take a
long walk around the entire globe and come back to where
they started. In both environments, distributed VR tech-
nologies are used to provide a collaborative learning envi-
ronment promoting positive interdependence among pairs
of learners.
In section 2 we will briey discuss the current role of

collaborative VR environments for concept learning. In
section 3 we will discuss deep learning in more detail and
then in section 4 describe the two virtual worlds created
for this study. In section 5 we describe how we set up the
pilot studies and in section 6 we will discuss the results
of those studies. Finally, section 7 gives our conclusions
and directions for future work.

2 VR and Learning

Research in conceptual learning and virtual reality is
a relatively young �eld, but growing rapidly. In a re-
cent report by the Institute for Defense Analysis, Chris-
tine Youngblut comprehensively surveys work over the
past few years in the area, citing approximately 50 VR-
based learning applications, and 35 studies which include
desktop but exclude text-based virtual environments [13].
There are currently very few VR-based learning environ-
ments designed for young children, and only two multi-
user virtual educational worlds: Virtual Physics at the
University of Lancaster [2], and NICE (Narrative, Immer-
sive, Constructionist/Collaborative Environments) at the
University of Illinois at Chicago [4, 10]. Other current ed-
ucational VR worlds such as the ScienceSpace [3] worlds
are being extended to support multiple users. Collabo-
ration encourages conversation, and conversation serves
learning by presenting each learner with a slightly di�er-
ent view of the subject matter. An individual is forced to



enrich his or her own representation in order to assimi-
late their partner's discourse. Conversation also improves
evaluation. Rather than `thinking aloud' the participants
are talking to each other.
NICE, an exploratory learning environment for chil-

dren between the ages of 6 and 10, was an explicit at-
tempt to blend several learning and pedagogical themes
within a single application. These themes: construction-
ism, exploratory learning, collaboration, and the primacy
of narrative reect several of the most important edu-
cational reform themes of the past three decades. The
NICE garden was originally designed as an environment
for young children to learn about the e�ects of sunlight
and rainfall on plants, the `spontaneous' growth of weeds,
the ability to recycle dead vegetation, and similar simple
biological concepts that are a part of the life cycle of a
garden. NICE supported real-time distributed collabo-
ration with voice communication enabled by a real-time
audio connection.
While NICE was successful as an engaging social space,

and as a driver for collaborative VR, the cooperative
learning was unstructured and undirected. As its suc-
cessor, the Round Earth Project built on the experience
gained from NICE and seeks to remedy these de�ciencies.
We are focusing our e�orts on learning problems that

meet four criteria:

1. The learning goal must be important. That is, it
must be identi�ed as a component of adult scienti�c
(or other) `literacy,' as reected in national learning
goals, standards, or benchmarks, such as those pub-
lished by the National Council of Teachers of Mathe-
matics or the American Association for the Advance-
ment of Science [1, 6]

2. The learning goal must be hard. That is, it must be
reected in the literature of researchers and/or prac-
titioners as di�cult to e�ect and resistant to conven-
tional pedagogical strategies.

3. The learning goal must be plausibly enhanced by the
introduction of immersive VR technologies.

4. Finally, VR-based learning environments must be in-
formed by contemporary research in the learning sci-
ences and educational practice.

Young children believe the Earth is at. More precisely,
their mental model of the world separates `sky' and `earth'
into two parallel layers, one `above' the other; the two
directions `up' and `down' are absolute. Empirical studies
have demonstrated that telling young children that the
Earth is round does not cause their intuitive model to be
replaced by a spherical conception of the Earth. Instead
children assimilate the new information into their prior
knowledge and conclude that the earth is at and circular
[7, 11, 12].

Children's intuitive model of the Earth is natural be-
cause it is consistent with, and strongly supported by, ev-
eryday experience. Discourse has little impact, not only
because words like `round' are ambiguous but also be-
cause talk about the Earth is abstract and cannot com-
pete with the vividness if looking upwards when looking
at the sky or seeing ocean with its straight horizon. Pic-
tures have little impact because they require a complex
mapping between experience and the 2D plane. To under-
stand a picture of a person on a spherical body, the viewer
must project himself or herself into the picture, a cogni-
tive capability beyond very young children. The same is
true of a 3D representation such as a globe. However,
in VR the children can be immersed in the experience
if walking on the spherical surface of a small planetary
body such as an asteroid.
Teaching young children that the Earth is spherical

seemed a good match for our four criteria:

1. In AAAS Project 2061: Benchmarks for Science Lit-
eracy, 5th grade graduates should know \things on
or near the Earth are pulled toward it by the Earth's
gravity" and \the Earth is approximately spherical
in shape." 8th grade graduates should know \every-
thing on or anywhere near the Earth is pulled toward
the Earth's center by gravitational force."

2. The existing literature by Vosniadou, Brewer and
Nussbaum discuss the di�culty of this learning prob-
lem [7, 11, 12].

3. Immersive VR is well suited to giving a person the
sense of walking on a spherical object with small di-
ameter, seeing objects `appear' from `below' the hori-
zon and returning to the starting point after circum-
navigating the sphere.

4. The environments designed in this project empha-
size role di�erentiation with positive interdependence
and collaborative learning [5].

3 Deep Learning

Underneath the extensive systems of domain-speci�c
knowledge that a person brings to bear on problems and
situations, there are organizing concepts - fundamental
ideas - that inuence how both direct experience and
discourse within that domain are conceptualized. Such
deep ideas form the axiomatic core of entire systems
of knowledge [8, 9]. When experience or discourse at-
tempts to communicate a deep idea that is both di�erent
from and more fundamental than the learner's existing
ideas, a paradox occurs. Although the intent is to replace
the learner's existing ideas, those existing ideas are the
learner's only tools by which to acquire the new idea.



If this learning paradox is real then how is anything new
ever learned? Our approach to this question is founded on
a distinction between `transformationalist' and `displace-
ment' explanations of cognitive change. The transfor-
mationalist account assumes that new knowledge is cre-
ated via operations on prior knowledge. Prior knowledge
serves as raw material and the new knowledge is the result
of generalization, specialization, or some other cognitive
operator, applied to the raw material.
The displacement account of cognitive change assumes

that a new understanding of a domain or phenomenon be-
gins by establishing an alternative cognitive starting point
- an idea or concept is established outside the learner's ex-
isting system of domain knowledge. Initially such an al-
ternative representation might be rudimentary and hence
dominated by the prior well-established representation.
However, over time, all available representations compete
and a representation that is useful in dealing with certain
types of situations or problems gradually gains strength
and may even displace the previous representation.
The displacement framework suggests a particular in-

structional strategy for supporting deep conceptual learn-
ing - fundamental ideas which contrast with the learner's
current ideas need to be established on their own terms
before they are brought into contact with the learner's
prior ideas. VR, we believe, provides a powerful tool
in helping to create such alternative cognitive starting
points. We can also use VR to juxtapose and switch be-
tween multiple interlinked representations of the same ex-
perience. Our natural tendency in assimilating new infor-
mation is that each facet of reality tends to be conceptual-
ized in only one way, within a single perspective. Impasses
on simple problems occur because the thinker assimilates
or subsumes the problem under a prior conceptualization
that does not support the solution. Switching representa-
tions is di�cult, but deep learning may require precisely
such shifts between alternative representations.
While we believe it is crucial to construct these alterna-

tive mental representations, our overall strategy requires
a second step. The alternative representations must be
brought into contact with the learner's prior knowledge of
the domain and absorb or subsume it. Unless the learner
brings his or her new experience on the asteroid into con-
tact with the everyday experience of walking on a seem-
ingly at Earth, the learning objective is not reached.
The point is not just to know what it would be like to
walk on a spherical planetary body, but to understand
that the Earth is such a body. We call this second step
`bridging activities.'

4 Asteroid World & Earth World

In this section we will discuss what features we wanted
in the VR experience and then describe the two sets of
worlds that we created in this project to compare the

Figure 1: In the Asteroid World, the astronaut explores
the surface of the asteroid within the CAVE, moving
around the surface collecting fuel cells, guided by Mis-
sion Control. This �gure shows three locations on the
asteroid: the spaceship, some rocks, and a crystal plant

displacement and transformationalist approaches, the as-
teroid world, and Earth world respectively.

4.1 Goals for the Two Experiences

For the displacement approach the children start o� at
an alternative cognitive starting point: a small asteroid.
Here they can learn about walking around a spherical
body di�erent from the Earth. For the transformation-
alist approach the children start o� on the Earth and
attempt to transform their current at Earth model into
a spherical Earth model.
We wanted the children to see both the spherical repre-

sentation of the planetary body as well as the `at' view
from the surface and integrate these two views. Because
of this we made the world collaborative, with one child
experiencing the surface of the world and the other see-
ing the avatar of the �rst child on the spherical world.
We wanted to give the kids a task to perform so that the
child on the surface needed to move around the spherical
body. This way one of the participants would often be
`upside down' on the sphere but `right side up' on the
surface. We wanted the collaborative task to foster pos-
itive interdependence where neither child could perform
the task alone; they would need to cooperate and com-
municate with each other. Through this communication



Figure 2: In the Earth world, the astronaut launches from
Chicago up into orbit in the cockpit of a spaceship within
the CAVE. The astronaut ies around the Earth collect-
ing parts of a broken satellite, guided by Mission Control.
This �gure shows the Earth falling away as the astronaut
launches into orbit.

the children would need to reconcile their di�erent views.
We wanted the controls to be simple so there was little
training time involved and the children could concentrate
on the experience. We wanted to keep them engaged, giv-
ing them a long enough experience to grasp the concept
but not so long that they became fatigued.
In both worlds the children are given the task of �nd-

ing ten objects scattered around the planetary body. The
roles of the two children are `the Astronaut' and `Mis-
sion Control.' The astronaut moves around the planetary
body collecting each of the parts, guided by the child in
mission control. Mission Control sees a spherical view
of the planetary body, as seen from an orbiting satellite,
and can see the location of each of the ten objects. Each
child performs both roles during the experience to see
both views.
The astronaut experiences this shared virtual world

from a CAVE, increasing their sense of immersion; mis-
sion control uses an ImmersaDesk to monitor the 3D plan-
etary body in 3D. The generic controller for the CAVE
and the ImmersaDesk is the `wand' - a six degree of free-
dom mouse with three buttons and an isometric thumb-
controlled joystick. In the CAVE with the astronaut, the
left button turns the child to the left, the middle button
moves forward, and the right button turns to the right. In
order to pick up each of the ten objects, the child simply
needs to get within 5 feet of the object and it is automati-
cally grabbed. At the ImmersaDesk with mission control,
the joystick is used to spin the world. The world can be
turned completely around horizontally with limited tilt
of the world. This allows mission control to keep the as-
tronaut in view at all times, but allows the astronaut to
be `rightside up' in the Northern Hemisphere, `sideways'
near the equator and `upside down' in the Southern Hemi-
sphere.

4.2 Asteroid World Description

In the Asteroid world, the two children �nd themselves
marooned on the surface of a small asteroid and they need
to retrieve ten fuel cells from the surface and bring them
back to the ship. The astronaut starts out in the airlock
of the marooned spaceship and has ten minutes to explore
the surface in search of the fuel cells. The child can carry
up to four cells and then must return to the ship to drop
them o�. Mission control sees the astronaut as a person
in a spacesuit walking on the surface of the asteroid. Af-
ter ten minutes, the astronaut is automatically teleported
back to the ship. The children then switch roles. When
both have had their time on the surface they are told that
they successfully completed their mission and they both
stand in front of the ImmersaDesk to see their spaceship
lifto� from the surface of the asteroid and begin their
journey home.
Figure 1 shows a typical view from the astronaut's per-



spective on the surface of the asteroid. Figure 3 gives a
closer look at what mission control sees. This view shows
the spherical asteroid with the avatar of the astronaut
moving about the surface as well as the view from the
CAVE of the astronaut moving on the surface.

4.3 Earth World Description

In the Earth world, the two children must retrieve ten
parts from a broken satellite scattered in orbit around
the Earth and bring them back for reassembly. The as-
tronaut sits in the command chair of a spaceship on a
launching pad surrounded by skyscrapers in downtown
Chicago. Since our students are from Chicago, this gives
them familiar starting point on a very at looking Earth.
As the engines roar, the astronaut is then launched into
space. The astronaut sees the buildings, then the city,
then the Earth fall away as he/she rises into orbit to see
an Earth with a curved horizon. Once in orbit the as-
tronaut maneuvers the ship close to the satellite parts so
that they can be retrieved. Mission control sees the astro-
naut's pointy space capsule ying over the surface of the
Earth. After ten minutes the autopilot engages, maneu-
vers the ship back over the city of Chicago, and the ship
lands back on the launch pad. The children then switch
roles. When both have had their time in orbit they are
told that they successfully completed their mission and
they both stand in front of the ImmersaDesk to see the
satellite that has been reconstructed.
Figure 2 shows what the astronaut sees on lifto�. Fig-

ure 4 gives a closer look at what mission control sees.
This view shows the spherical Earth with the astronaut's
spaceship orbiting above the surface as well as the view
from the CAVE out the front window of the orbiting ship.

5 Experimental Setup

The CAVE used is a standard 10' cube, with three walls
and one oor. Its graphics are driven by a rack SGI Onyx
with one In�nite Reality Engine for each pair of walls.
The screen resolution is 1280 x 800 per screen with an
average stereo frame rate of 10 frames per second. The
astronaut wears a pair of Stereographics glasses to medi-
ate the stereo imagery containing a position sensor for the
Flock of Birds tracker, and carries the standard CAVE
wand. The astronaut's speech is picked up via an am-
bient microphone mounted on the top of the front wall
of the CAVE. Audio from the application and from the
mission control are mixed and sent through the CAVE's
four speakers. A low light color CCD camera mounted
outside the entrance to the CAVE sends the image of the
astronaut and the front CAVE screen into the computer
for the ImmersaDesk and into the VCR for recording.
The ImmersaDesk is a standard ImmersaDesk with one

6' by 4' screen. Its graphics are driven by a rack SGI Onyx

Figure 3: The Mission Control screen for the asteroid
world. Mission control simultaneously sees the avatar of
the astronaut moving around the spherical asteroid and
the view from the astronaut's perspective of the slightly
rounded surface of the asteroid.

with one Reality Engine 2 for the screen. The screen res-
olution is 1280 x 1024 with an average frame rate of 8
stereo frames per second. Mission control wears a pair
of Stereographics glasses to mediate the 3D images, but
mission control is not head tracked. This was done so
that the 3D image of the spherical planet would always
be completely on the screen, no matter how active the
child was. The camera image from the CAVE is sent
in through a Sirius video board and is placed onto the
screen. Mission control's speech is picked up via a head-
worn microphone. Audio from the application and from
the astronaut are mixed and sent through the Immer-
saDesk's two speakers. A low light color CCD camera
mounted behind the child sends the image of mission to
the VCR for recording. Audio from both the CAVE and
ImmersaDesk microphones are also sent to the VCR.

The pre- and post-tests involve aural, 2D drawing, and
3D sculpting questions to try and elicit the model, or
models, the child is using. These questions were adapted
from published questions used in earlier studies of chil-
dren's models of Earth[7, 11, 12].

A human guide was on hand to help the children at
the CAVE and ImmersaDesk. Initially the guides were
there to simply help with the equipment and the initial
setup of the task, though their role became larger as the
pilot studies continued. The bridging activities were also
modi�ed as the pilot studies progressed. These changes
and other issues raised by the pilot studies are described
in the following section.



Figure 4: The Mission Control screen for the Earth world.
Mission control simultaneously sees the astronaut's space-
ship moving around the spherical Earth and the view from
the astronaut's perspective of the slightly rounded surface
of the Earth.

6 User Studies

To date, we have conducted three pilot studies. The �rst
study consisted of four pairs of children, looking primar-
ily at interface and usability issues in the two worlds.
The second study consisted of eight pairs of children con-
centrating on learning in the two worlds, the e�ective-
ness of the bridging activities, and the ability of the pre-
and post-testing to reect change in the children's mod-
els. These led to changes in our procedures; a third pilot
study of �ve pairs of children in the asteroid world was
undertaken to evaluate our modi�ed design.
The children came from a small urban Chicago pub-

lic school. The total K-8 enrollment at the school is
about 550. The school is 99 percent African-American
and 93 percent of the students come from families below
the poverty line. The third grade students score signif-
icantly below the state and district averages in reading
and math and below the state average in writing. In
the �rst pilot study the children chosen were children of
the teachers and administrators at the school, allowing us
to familiarize their parents with our procedures. In the
second and third pilot studies the children were summer
school students who did not pass the Iowa Test of Basic
Skills Grade 3 exam.
The �rst pilot study showed us several things about the

usability of the VR worlds. As with the NICE studies,
the Stereographics glasses are too big for small children.
The only satisfactory solution we have found is to tie the
glasses on. Our initial `realistic' asteroid world interface
of having the astronaut reach down to pick up a fuel cell
was replaced with automatic grabbing when the astro-
naut got close enough to the cell. This allowed the kids

to concentrate on the important task of moving about the
asteroid rather than on the unimportant skill of picking
fuel cells. The navigation was also simpli�ed from using
the analog joystick to move about the asteroid, to using
the three buttons to perform turn left / move forward /
turn right which was easier for smaller hands to control.
The representations of the astronaut in the Mission Con-
trol view were also enlarged to eight times their actual
size to make the direction they were facing more obvi-
ous. Once these changes were made, the children were
very e�ective in their use of the VR technology, and the
application remained virtually unchanged for the rest of
the studies.

The second pilot study involved four sets of two chil-
dren in each of the worlds. After an introduction by the
guides, the children split up, spending ten minutes on
each task twice, e.g. one child would be mission con-
trol for ten minutes, then astronaut for ten, then mission
control for ten, then astronaut for ten. The children were
very engaged in the activity, and their sense of presence
seemed high. Several said that they initially felt they
would fall o� the asteroid if they walked over the nearby
horizon but once they walked over that horizon they be-
came comfortable with moving over the surface. Most
of the children were actively talking to each other. Un-
fortunately, the children seemed too engaged in the task,
focusing on the goal of collecting the fuel cells or satel-
lite parts and only conversing on that speci�c topic. The
children seemed to treat the experience as a big enjoy-
able videogame, only interested in achieving the goal of
the game.

We had thought that the mission control child would
comment about the astronaut child being `upside down'
and that the two children would need to integrate mission
control's directions of \go up" and \go down" with the as-
tronaut's directions of \go left" and \go right." The kids
did not talk about the other child being `upside down',
didn't use any of the available landmarks to aid in nav-
igation, and most mission controllers eventually adopted
a strategy of telling the astronaut to remain in place and
turn in either direction until told to stop, then move for-
ward. Several times mission control incorrectly told the
astronaut to turn to the left, meaning right, but the as-
tronaut incorrectly turned to the right anyway, briey
proving that two wrongs can make a right.

The mission control children rarely looked at the live
video image of the astronaut in the CAVE. Instead
they concentrated almost exclusively on the computer-
generated image of the avatar moving around the sphere.
As mentioned previously, the children were focused on
their goal of collecting the ten objects and the computer-
generated spherical view helped them achieve that goal,
while the live view did not.

The guides only interfered when absolutely necessary,
trying to keep the immersion as strong as possible. The



bridging activities were done with both children together
at the ImmersaDesk where we found that words such as
`horizon' were not in the children's vocabulary, making
the bridging activities more di�cult than expected.

The 2D paper-based pre- and post-tests originally con-
sisted of 20 open-ended questions on spanning four knowl-
edge components: the shape of the earth, the relativity of
up and down, the concept of a horizon, and the Earth's
surface's �nite but unbounded nature. These were soon
supplemented with a 3D sculpting component using Play-
Doh to get a better idea of the child's model(s). It be-
came apparent from these questions that there was lim-
ited learning reected under either treatment. We de-
cided to call a halt to this pilot study and to make some
signi�cant adjustments to our procedures, focusing for the
time being exclusively on the Asteroid world.

Since the children seemed quite able to use the VR
hardware and complete the task, we needed some way for
them to focus less on the task, and more on the concepts
we wanted them to learn. For the third pilot study we
modi�ed our approach in several ways.

Instead of a short training time with the guides fo-
cusing exclusively on the VR hardware, this initial time
was now also used to point out features of the landscape.
The guides now gave each child an individual �ve minute
introduction to the astronaut view and a similar intro-
duction to the mission control view, and then introduced
the collaborative task. The guide showed that if you kept
going in the same direction that you would return where
you started, and pointed out objects appearing over the
horizon. Since the introductory time was increased, the
children spent only ten minutes in each role, rather than
two sets of ten as in the previous study. While walking
the children between the CAVE and the ImmersaDesk,
the guides would try to reinforce the concepts brought up
during the training session. The guides also tried to di-
rect the attention of mission control to the video window
when appropriate `rightside up in the video' and `upside
down on the sphere' situations appeared.

Most importantly, the bridging activities were changed
from a group debrie�ng in front of the ImmersaDesk to
individual guided inquiry using a physical globe of the
Earth and a Styrofoam model of the asteroid. This fo-
cused on reminding the subjects of what they had expe-
rienced, how their experiences demonstrated the target
knowledge components, and how that same knowledge
applied to the Earth. While the ImmersaDesk allowed
mission control to see the astronaut moving over the sur-
face of the sphere, the physical models allowed more di-
rect manipulation and interaction between the instructor
and the student with the model. The instructor could
now position a small astronaut �gure at any point the
sphere and manipulate the orientation of the sphere.

The data from the third pilot study is focusing on a
detailed analysis of individual subjects' protocols. The

analysis is complicated by the fact that there are few in-
stances of complete, fundamental changes in conceptual
models among subjects. Instead, we see some subjects
holding strongly to their initial models, some who appear
to demonstrate temporary e�ective learning during the
experiment which is not reected the next day, and some
subjects who appear to reect persistent learning of some,
but rarely all, of the target knowledge components.
One obvious outcome of the study has been the sensi-

tivity of the subjects' responses depending on the dimen-
sionality of the media. The children showed little consis-
tency between their 2D and 3D models, often appearing
to maintain simultaneous `separate but equal' representa-
tions. Children who demonstrated e�ective learning when
asked to interact with 3D physical models would often re-
vert to `at Earth' models when asked to reason on the
basis of 2D drawings.
Simulator sickness did not appear to be a signi�cant

problem during the pilot studies. In all of the studies,
there was only one child reported dizziness during the
study, and that child refused to leave the CAVE. Another
child expressed concern over sickness prior to the experi-
ence, but reported no di�culties during the experiment.

7 Conclusions and Future Work

These three pilot studies with 34 children have shown
us that the children were able to use the VR equipment
e�ectively. They were strongly engaged by the nominal
tasks, sometimes to the detriment of the target learn-
ing, treating the experience like a video game to be `won'
rather than a possible source of learning. The children
actively communicated with each other, though again on
very task-speci�c topics.
The e�ectiveness of the two pedagogical strategies, and

the value of distributed virtual reality technologies in sup-
port of these strategies, remain open questions. We were
encouraged that there were clear instances of learning re-
lated to speci�c knowledge components of the target con-
cept, but it is clear that the methods employed to date
have not demonstrated clear, dramatic proof of e�ective-
ness. Part of the problem may have been the highly chal-
lenging (albeit important) subject pool which we selected;
many of our subjects clearly reected learning disabilities
and attention de�cit disorders. Nonetheless, we believe
that our experience has given us direction for improving
our environments, protocols, and analysis strategies.
We also must mention the di�culty of conducting these

studies with young children outside of the school set-
ting. In spite of substantial cooperation on the part of
the school and the children, the di�culties in obtaining
parental permissions, unanticipated absences, scheduling
pullouts, and especially arranging transportation (liabil-
ity concerns requiring us to employ unreliable and ex-
pensive taxi services) combined to make logistic support



extremely time-consuming and expensive. The process
of running two pairs of children through the experiment
typically required six adults for most of a working day.
Because of these constraints, the �rst set of actual

studies comparing the Asteroid world and Earth world
treatments is being undertaken inside a local elementary
school. Instead of bringing the kids to the VR equipment
in our lab, an ImmersaDesk and stereo monitor along with
the associated computers and recording equipment were
brought into the elementary school for a 2-week period.
As it was unrealistic to set up a CAVE at the school, the
ImmersaDesk replaced the CAVE as the astronaut's view
while the stereo monitor replaced the ImmersaDesk as the
mission control view. This setup inside the school allowed
us to test more children within a much shorter period of
time with a smaller crew. We are currently analyzing the
data from this study.
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