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I N T R O D U C T 1 O N

Attendees experience the actual
use and future direction of scien-
tific visualization in computational
science and engineering, with
emphasis on interactive and col-
laborative problem solving, in
VROOM, the Virtual Reality
Room. Virtual environments not
only enable scientists to view
massive datasets, they also enable
them to enter into and interact
with the data. Scientists can
become smaller than an atom or
larger than the universe. They can
stand in the middle of a thunder-
storm or travel through the
human bloodstream. At SIG-
GRAPH 94, attendees share this
full-data immersion experience
with the actual scientists, as the
scientists conduct a guided tour
and explain which areas are of
interest to the high-performance
computing and communications
(HPCC) community.

Over 40 projects involving over
200 researchers and program-
mers are demonstrated for four
days at SIGGRAPH 94. Using
CAVE and BOOM virtual reality
technologies, researchers show
immersive visualizations of their
work and demonstrate interactive
steering of their program codes
using local high-speed networking,
massive datastores, superwork-
stations, supercomputers, and

scientific instrumentation.
VROOM highlights computational
science and engineering applica-
tions and computer graphics
research. It also has a kid-cen-
tered application component
called CitySpace.

VROOM's primary goal is to
encourage the development of
teams, tools, hardware, system
software, and human interface
models on an accelerated sched-
ule. New interaction paradigms
for virtual environments tuned to
science and engineering will
emerge, which will be the basis
for future intelligent user inter-
faces for the emerging national
information infrastructure.

Attendees gain a vision of the
1990's scientific “cyberwork-
space.” Virtual reality experiences
enable researchers to interactive-
ly explore their scientific domains,
play “what-if" games by modifying
their codes, and view the result-
ing visualizations in close-to-real
time. Virtual reality is recognized
as an “intelligent user interface”
to the emerging national informa-
tion infrastructure. It will allow
computational scientists and engi-
neers access to HPCC-enabling
technologies, and it will put the
“human in the loop” for timely
data analysis and understanding.

Three CAVEs

VYROOM features three CAVEs in
one place! A CAVE is a multi-per-
son, room-sized, high-resolution,

3D video and audio environment.
At SIGGRAPH 94, it is a theater
10 feet by 10 feet by 9 feet with
three rear-projection screens for
walls and a down-projection
screen for the floor. Electrohome
Marquis 8000 projectors throw
full-color workstation fields
(1280x512 stereo) onto the
screens at 120 Hz, generating a
surrounding composite image of
2,000-4,000 linear pixel resolu-
tion. Computer-controlled audio
provides sampled sound and
sonification capabilities through
multiple speakers.

A user's head and hand are
tracked with Polhemus or
Ascension tethered electromag-
netic sensors. Stereographics’
LCD stereo shutter glasses are
used to separate the alternate
fields going to the eyes. A Silicon
Graphics Onyx with three Reality
Engines is used to create the
imagery projected onto three of
the four walls. The CAVE's
theater area sits in a light-tight
room (minimally 30x20x13 feet),
and the projectors’ optics are
folded by mirrors.

As the viewer wearing the loca-
tion sensor moves within the
CAVE's display boundaries,
correct perspective and stereo
projections of the environment
are updated, and the image
moves with and surrounds the
viewer. Other viewers in the
CAVE are like passengers in a
bus, along for the ride!

“"CAVE," the name selected for
this virtual reality theater, is both
a recursive acronym (Cave
Automatic Virtual Environment)
and a reference to “The Simile of
the Cave” found in Plato’s
“Republic,” in which the philoso-
pher explored the ideas of per-
ception, reality, and illusion. Plato
used the analogy of a person fac-
ing the back of a cave filled with
shadows, where the shadows are
the only basis for understanding
what real objects are.

The CAVE, developed by the
Electronic Visualization
Laboratory at the University of
lllinois at Chicago, premiered at
SIGGRAPH 92. It is achieving
national recognition as an excel-
lent virtual reality prototype and
a compelling display environment
for computational science and
engineering data.

CAVE Interactive Steering
of Computer Simulations
Applications can run in one or
two modes: locally on the
Onyx/CAVE and/or distributed
between a backend computer and
the Onyx/CAVE. In local mode,
CAVE participants explore pre-
computed datasets. In distributed
computing mode, CAVE partici-
pants may “interactively steer”
their simulation codes running
on an onsite IBM SP or on

SGI Challenge multi-processor
computers.



This ability enables CAVE users
to experience and explore visual-
izations of precomputed datasets,
identify an area they want to
enhance, and then invoke simula-
tion codes on the networked
computer to compute new
datasets. The Challenge or SP
generates new data, which is then
transferred to the Onyx for ren-
dering and display in the CAVE.

Scientific simulation codes are
typically large and complex. They
require HPCC resources — mas-
sively parallel processors, vector
processors, massive datastores,
large memories, or high-speed
networks — to run efficiently.
Depending on the dataset and
type of analysis scientists select,
they set up their simulation codes
to calculate greater detail, a differ-
ent time step, or a different state
defined by new parameters. In
some instances, codes can be exe-
cuted locally but take longer to
run, so the Challenge and SP are
used to provide faster simulation.

BOOM ROOM

The VROOM BOOM ROOM
contains a collection of BOOM
(Binocular Omni-Oriented
Monitors) virtual reality technolo-
gies. The BOOM uses small TV
screens and wide-field optics sus-
pended by a counterbalanced
mechanical arm in front of a
viewer's eyes. Fakespace, Inc.
developed these light-weight
BOOMs to provide accurate lag-
free tracking. They are driven by
Silicon Graphics workstations to

create virtual scenes in real time.

NCSA Mosaic

Hypermedia is an excellent mech-
anism for the dissemination of
visualization-based discovery.
Workstations displaying NCSA
Mosaic-based documentation of
virtual reality visualizations taking
place in the CAVEs and BOOMs
are located in open areas of
VROOM so attendees can learn
more about the science and engi-
neering applications on display.
After the conference, these docu-
ments, complete with text,
images, souﬁds, and animations,
are available over the Internet,
under the Electronic Visualization
Laboratory home page.

NCSA Mosaic is a hypermedia-
based system for discovering and
retrieving information over the
network. It uses existing Internet
protocols and formats to tie into
as broad a range of information
as possible. It also provides capa-
bilities for asynchronous collabo-

ration based on this distributed
model of information access and
control, including support for
document construction, modifica-
tion, and annotation.

VROOM Applications

VROOM projects represent a

variety of computational science

and engineering applications:

Algorithms

Artificial life

Astrophysics

Atmospheric science

Biochemistry

Biomedicine

Collaborative networked
visualization

Earth science

Engineering

Fluid mechanics

Fusion physics/energy research

Geometric modeling

Mathematics

Medical imaging

Molecular biology

Neuroscience

Oceanography

Performance analysis

Situational training




DETOUR: Brain
Deconstruction Ahead

This autobiographical account by
artist Rita Addison describes per-
ceptual changes she experienced
subsequent to her head injury in
a car accident. DETOUR uses
computer brain models and
medical imaging to demonstrate
anatomical trauma. In the final
section, Addison’s pre-accident
photographic art is reconfigured
to simulate the perceptual dam-
age she sustained.

This virtual-reality experience is a
powerful way to evoke and
stretch empathic capabilities.
Whether it is used in collabora-
tive medical evaluations or to
educate medical professionals,
students, patients, and families,
virtual-reality technology is a
unique and invaluable tool for
communication.

CATEGORY
Medical Imaging

COLLABORATORS

Rita K. Addison
Conceptual Artist and Project
Director

David Zeltzer
Research Laboratory of Electronics,
MIT

Marcus Thiébaux

Dave Swoboda

Electronic Visualization Laboratory,
University of Illinois at Chicago

EQUIFMENT
CAVE

ACKNOWLEDGEMENTS

Special thanks to Maggie
Rawlings, Dan Sandin, Jason Leigh,
and Carolina Cruz-Neira of the
UIC Electronic Visualization
Laboratory; Robert V. Kenyon of
the UIC Department of Electrical
Engineering and Computer
Science; Lew Sadler and Paul
Neumann of the UIC Biomedical
Visualization Laboratory; Robert
Grzeszczuk and Noam Alperin of
the University of Chicago; the
Boston Computer Society's
Virtual Reality Group; David
Youatt of Silicon Graphics, Inc;
and Craig Mathias of the New
England SIGGRAPH local chapter.

CoNTACT

Rita Addison

P.O. Box 550

Hamilton, MA 01936 USA
raddison@world.std.com



Interactive Molecular
Modeling Using Real-Time
Molecular Dynamics
Simulations and Virtual
Reality Computer Graphics

Using real-time interactive molec-
ular modeling and molecular
dynamics simulations, this project
demonstrates the docking of a
drug molecule to its molecular
receptor. A molecular modeler
guides a drug molecule into the
active site of a protein, receiving
real-time feedback from a molec-
ular dynamics simulation running
on an IBM SP-| parallel computer.
The molecular system is displayed
and manipulated in the CAVE

virtual-reality environment.

Using virtual reality, drug design-
ers can interact visually, aurally,
and (ultimately) tactilely with mol-
ecular models. This environment
is enhanced via feedback and input
into a simulation that represents
the realistic atomic interaction
between molecules. Accurate and
efficient methods of investigating
the recognition and binding of
drugs to their biomolecular
targets will significantly enhance

the drug discovery process.

CATEGORY
Biochemistry

COLLABORATORS

George E. Lent

John Rowlan

Mathematics and Computer Science
Division, Argonne National
Laboratory

Paul Bash

Center for Mechanistic Biology and
Biotechnology, Argonne National
Laboratory

Carolina Cruz-Neira
Electronic Visualization Laboratory,
University of lllinois at Chicago

EQUIPMENT
CAVE

CONTACT

Paul A. Bash

Argonne National Laboratory
9700 South Cass Avenue
Building 202/A349

Argonne, IL 60439 USA
bash@mes.anl.gov




Simulation of a Grinding
Process in Virtual Reality

Simulation of a grinding process
in the CAVE enables users to
explore a commonly used manu-
facturing process from an entirely
new vantage point. An operator
performs the simple task of grind-
ing a component by controlling
the motion of three axes of the
table with the wand. When the
wheel is in contact with a part on
the table, heat is generated and
material is ground away. This pro-
duces internal stress and heat
flow in the part, wheel, and table.
The temperature and stresses are
computed in real time on an |IBM
SP-1 and selectively displayed on
the various components as the
simulation unfolds. Sound is gen-
erated by monitoring the surface
motions predicted by the model.
Materials ablated by the grinding
are ejected as small particles and
displayed as sparks.

Analysis of this simple manufac-
turing process involves solving
complex equations at speeds that
exceed the perceived event. Real-
time interaction between an
operator and a “virtual” machine
provides new insight into how to
interact with the real machine. It
also enhances our ability to
model physical processes and
generate more realistic simula-
tions.

CATEGORY

Engineering

COLLABORATORS

Thomas Canfield

William Jester

John Rowlan

Mathematics and Computer Science
Division, Argonne National
Laboratory

Edward Plaskacz
Reactor Engineering Division,
Argonne National Laboratory

Mike Papka

Steve Cohen

Electronic Visualization Laboratory,
University of llinois at Chicago

EQUIPMENT
CAVE

ACKNOWLEDGEMENTS

Special thanks to Mark
Drzewiecki of Surface Finishes
Co. Inc., Addison, lllinois.

CONTACT

Thomas R. Canfield
Argonne National Laboratory
Mathematics and Computer
Science Division

9700 South Cass Avenue
Building MC5/221

Argonne, IL 60439-4844 USA
canfield@mcs.anl.gov



Interactive Adaptive Mike Papka

Mesh Refinement Steve Cohen

Electronic Visualization Laboratory,
Adaptive mesh refinement/dere- University of lllinois at Chicago
finement techniques have been
shown to be very successful in EQUIPMENT
reducing the computational and CAVE
storage requirements for solving
many partial differential equations. ACKNOWLEDGEMENTS
This project focuses on the This work is supported by the
Rivara bisection technique, which Office of Scientific Computing,
is suitable for use on unstructured U.S. Department of Energy, under
triangular meshes such as those Contract W-31-109-Eng-38.
used in finite-element calculations.

ConTAaCT
Virtual reality demonstrates the Lori Freitag
realization of interactive adaptive Argonne National Laboratory
mesh refinement. A user indicates Mathematics and Computer
the areas of the mesh to be Science Division
refined using a 3D wand in the 9700 South Cass Avenue
virtual space. This interaction is Building MCS/221
especially desirable in three Argonne, IL 60439-4844 USA
dimensions, where users are freitag@mcs.anl.gov

immersed inside the mesh to
locate interior regions that

require refinement.

CATEGORY
Algorithms

COLLABORATORS

Lori Freitag

Mathematics and Computer Science
Division, Argonne National
Laboratory

Mark jones
Computer Science Department,
University of Tennessee

Paul Plassmann

John Rowlan

Mathematics and Computer Science
Division, Argonne National Laboratory




Visualization of Casting
Process in Foundries

This application models the
pouring of a fluidity spiral used to
measure the distance metal can
flow in a channel before being
stopped by solidification. The gray
iron at 1395 degrees C is poured
into the mold for two seconds
and flows down the spiral arm
turning to mush at 1215 degrees
C and solidifying at | 150 degrees
C. The casting then continues

to lose heat to the mold until
solidification is complete.

The calculations were performed
using the Casting Process
Simulator (CaPS), robust multidi-
mensional time-dependent
computer code that uses a
finite-volume formulation in solv-
ing mass, momentum, and energy
equations, and performs mold
filling and solidification.

CATEGORY
Engineering

COLLABORATORS

Robert C. Schmitt
Hank M. Domanus
Materials and Components
Technology Division,
Argonne National Laboratory

John Rowlan
Mathematics and Computer
Science Division,
Argonne National Laboratory

Mike Papka

Steve Cohen

Electronic Visualization Laboratory,
University of lllinois at Chicago

EQUIPMENT
CAVE

ACKNOWLEDGEMENTS

CaPS was developed at Argonne
National Laboratory through
sponsorship of a consortium con-
sisting initially of Caterpillar, Inc.,
Teledyne Corp., and the USS.
Department of Energy.

CONTACT

Robert Schmitt

Argonne National Laboratory
Energy Technology Division
9700 South Cass Avenue
Building 308

Argonne, IL 60439-4825 USA
bob@anl.gov




Distributed Interactive
Molecular Dynamics

Starting with the experimentally
determined atomic structure of a
molecule, the force on each atom
is computed, and then the motion
of the whole molecule. These
molecular dynamics simulations
are used to explain reactions that
are hard to investigate by other

means.

As the power of computers has
grown, the size of these simula-
tions has increased, and the
amount of information generated
and required by them has become
overwhelming. For example, a
typical simulation may produce
500 megabytes of output. In
order to make sense of this large
amount of data, this project uses
the extra information available in
a 3D virtual presentation.

Remote Connection Setup
Parameters lor connection lo: cairo

Aemole usorname: dalke

Remote application; dyn
et ¢ ——y

CATEGORY

Molecular Biology

COLLABORATORS

Klaus Schulten

Bill Humphrey

Theoretical Biophysics, University of
llinois at Urbana-Champaign

Rick Kufrin
National Center for Supercomputing
Applications

Andrew Dalke
Theoretical Biophysics, University of
Hinois at Urbana-Champaign

EQUIPMENT
CAVE

ACKNOWLEDGEMENTS

VRChem is an ongoing research
project of the UIUC Resource for
Concurrent Biological Computing
in collaboration with the National
Center for Supercomputing
Applications. Initial design and
development was done by Mike
Krogh, Bill Humphrey, and Rick

Kufrin; ongoing development is
being done by Bill Humphrey,
Andrew Dalke, and Rick Kufrin.
RCBC is supported by the
National Institutes of Health,
grant P4|RR05969. VRChem
development is also partially sup-
ported within an HPCC grant
from the National Science

Foundation.

ConTACT

Klaus Schulten

Beckman Institute and University
of lllinois at Urbana-Champaign
Theoretical Biophysics

405 North Mathews Avenue
Urbana, IL 61801 USA
kschulte@lisboa.ks.uiuc.edu



RealEyes: A System for
Visualizing Very Large
Physical Structures

Both airplanes and space stations
are extraordinarily complex sys-
tems. They each contain millions
of parts. Determining how well
large assemblies of parts will fit
together (or how they won't)
while they are still at the design
stage is a very important task,
because fixing these sorts of
design problems after the parts
are manufactured is far more dif-
ficult and expensive than fixing
the problems at the design stage.

Boeing demonstrates some very
large, complex CAD models of a
Boeing 747 interior and Space
Station Freedom. These models
are taken directly from the design
engineers, and each contains
several million polygons (several
orders of magnitude more than
models displayed in other sys-
tems). They are quite detailed,
right down to the airflow controls
above each seat and the hot/cold
labels on the water faucets.

This virtual reality system allows
engineers to discover and analyze
problems using much larger
collections of CAD models than
ever before. The navigation inter-
face is easily learned by novices,
and it is much more powerful in
the hands of expert users than
any screen-based interface known
to the Boeing engineers who
designed it.

CATEGORY

Engineering

COLLABORATORS

Henry Sowizral
Karel Zikan

Chris Esposito
Adam Janin

David Mizell

Boeing Computer Services

EQuIPMENT
BOOM

ACKNOWLEDGEMENTS

Thanks to Fake Space Labs

and Silicon Graphics, Inc. for
hardware and software support
provided at various times over
the last two years.

CoNTACT

Henry Sowizral

Boeing Computer Services
Research & Technology, Virtual
Systems Group

P.O. Box 24346, MS 7L-48
Seattle, WA 98124-0346 USA
sowizral@espresso.rt.cs.boeing.com




Phase and Amplitude
Maps of the Electric Organ
Discharge of the Weakly
Electric Fish, Apteronotus
Leptorhynchus (Brown
Ghost)

This demonstration models the
Apteronotus Leptorhynchus
(commonly known as the Brown
Ghost). It displays simulated data
of the electric fields emitted by
the fish, as well as how the fields
are distorted by an object placed

in the surrounding water.

The purpose of this fish simula-
tion is to establish an understand-
ing of how emissions are generat-
ed by the real fish. Since humans
do not have an electric sense, it is
difficult to comprehend how fish
electric fields “feel”. Alternative
techniques, such as virtual reality,
must be used to acquire some of

that sensation. The results will
help us understand how this fish
uses phase and amplitude infor-
mation from the electric organ
discharge for electrolocation and

communication.

CATEGORY
Neuroscience

COLLABORATORS

Chris Assad

Brian Rasnow

James M. Bower

California Institute of Technology

Jason Leigh
Thomas A. DeFanti
Electronic Visualization Laboratory,

University of linois at Chicago

EQUIPMENT
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ACKNOWLEDGEMENTS

This research is supported by
the Human Brain Project at the
National Institute of Mental
Health, grant USPHS
MH/DAS52145.

CONTACT

James M. Bower

California Institute of Technology
Division of Biology, 216-76

1201 East California Boulevard
Pasadena, CA 91125 USA
jbower@smaug.bbb.caltech.edu




Using Yirtual Reality
for Machine Design

Caterpillar, Inc. uses virtual reality

as a tool for interactively evaluat-
ing new machine designs. Using
virtual reality, the operator of a
virtual machine can test alterna-
tive machine designs while driving
through a virtual proving ground,
or can perform a loading cycle to

fill a truck with soil. Hydraulically-

actuated tools can be assessed
with various hydraulic systems.

Using a virtual reality system
enables engineers and designers
to get a “feel” for their machine
designs very early in the design
stage. They can evaluate many
different designs in less time than
conventional methods require.

CATEGORY
Engineering

COLLABORATORS
Rich Ingram
Kem Ahlers
Dave Stevenson
John Bettner
Caterpillar, Inc.

Dee Chapman
National Center
for Supercomputing Applications

Michael Novak
Valerie Lehner
Matthew VandeWiele
Michael Larson
Joseph Lohmar
University of Illinois

at Urbana-Champaign

Milana Huang

Gary Lindahl

Maggie Rawlings

Electronic Visualization Laboratory,
University of lllinois at Chicago

EQuUIPMENT
CAVE

ACKNOWLEDGEMENTS
Special thanks to Caterpillar, Inc.

ConTACT

Dee Chapman

Caterpillar, Inc. and National
Center for Supercomputing
Applications

University of lllinois

at Urbana-Champaign

605 East Sprirgfield Avenue
Champaign, IL 61820 USA
dchapman@ncsa.uiuc.edu




Acetylcholinesterase:
Nature’s Vacuum Cleaner

This research focuses on the
electrostatic forces generated by
Acetylcholinesterase, an enzyme
that plays a key role in the human
nervous system. Neurotrans-
mitter molecules (acetylcholine)
are drawn down a long tunnel
and into a “reactive-site” cavern
deep within the enzyme where
they are cleaved into component
parts for reuse. By literally voyag-
ing into the enzyme along a route
similar to that taken by neuro-
transmitter molecules,
researchers gain a unique vantage
point from which to examine the
electrostatic field and other com-
puted probes of enzyme activity.
An immersive display also is a
unique medium for helping non-
specialists understand a sequence
of chemical events that would

otherwise be difficult to convey.

Improved understanding of the
actual forces and dynamics at
work in the acetylcholinesterase
process should enable design of
novel inhibitor molecules that
have therapeutic value.

CATEGORY
Biochemistry

COLLABORATORS
Richard E. Gillilan
Daniel Ripoll
Cornell Theory Center

EQUIPMENT
CAVE

CoNTACT

Richard E. Gillilan

Cornell Theory Center

619 Engineering and Theory
Center Building

Ithaca, NY 14853-3801 USA
richard@tc.cornell.edu
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Visualization of Climate
Data Over the Western
United States

Many climatologists are interested
in understanding energy transport
in the atmosphere due to wind
and precipitation. To achieve this
goal, they must be able to observe
anomalies and patterns, and they
must be able to visualize cause-
and-effect relationships implied by
earth science data. Since these
data either measure or simulate
actual physical phenomena that
humans sense in everyday life, it is
natural to visualize this informa-
tion in a way that emulates or
complements our experience. A
thesis currently being investigated
is that immersion in a virtual
world that models the one we live
in may enable scientists to better
understand the Earth’s dynamic
climatic processes.

This demonstration represents
output from a regional climate
model for the western United
States. Data from the model are
compared with actual measure-
ments to help gauge the validity
of the model.

CATEGORY
Earth Science

COLLABORATORS

Michael Kelley

Michael Bailey

Jim McLeod

San Diego Supercomputer Center

Peter Kochevar
Digital Equipment Corporation/
San Diego Supercomputer Center

EQUIPMENT
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CoONTACT
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Digital Equipment Corporation
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Center

P.O. Box 85608
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kochevar(@sdsc.edu




Simulation of Light
and Sound Distribution
in an Environment

One application of virtual reality
is imitation of the real world.
Using virtual reality, the optic and
acoustic behaviors of an environ-
ment can be experienced directly,
and modifications can be evaluat-
ed immediately. In this demon-
stration, light and sound distribu-
tion in different room types is
simulated. Simulation parameters
and room properties can be mod-
ified interactively, and the result-
ing optic and acoustic energy dis-
tributions can be visualized.

CATEGORY
Algorithms (lighting, acoustics)

COLLABORATORS
Peter Astheimer
Wolfgang Felger
Rolf Kruse

Stefan Mueller
Fraunhofer Institute
for Computer Graphics

EQUIPMENT
CAVE
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We acknowledge the Fraunhofer
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virtual reality demonstration cen-
ter and the work of our colleagues
and students in the visualization
and simulation department under
the direction of Martin Gibel.
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Fraunhofer Institute for
Computer Graphics

Wilhelminenstrasse 7
D-64283 Darmstadt
GERMANY
astheime@igd.fhg.de




Knotted Spheres
in the Fourth Dimension

Computer graphics simulations of
virtual worlds help us develop
intuition about objects we can
never experience in real life. This
demonstration exactly simulates
interaction with images of compli-
cated 4D structures as they
would be experienced by an indi-
vidual actually living in the fourth
dimension and seeing with 4D
light. The distinguishing feature of
this virtual 4D world is that it
produces holistic images that
reveal global, rather than local,

properties of the objects depicted.

Knotted Spheres in the Fourth
Dimension exhibits real-time
interaction with knotted spheres
(knotted two-manifolds embed-
ded in 4D space). A typical
approach to visualizing such a sur-
face is to project it into 3D and

view it with 3D lighting, but this
omits nearly all of the interesting
4D information about the struc-
ture. Instead, this system uses a
fast approximation to volume-
rendering volume images of pro-
jected 4D objects with true 4D
lighting and occlusion, enabling
viewers to interact with and pick
out important mathematical fea-
tures of this class of objects.

CATEGORY
Mathematics

COLLABORATORS

Robert A. Cross

Andrew ). Hanson
Department of Computer Science,
Indiana University

EQuUIPMENT
CAVE

ACKNOWLEDGEMENTS

This work is supported in part by

National Science Foundation
grant IRI-91-06389 and made pos-
sible by equipment obtained
through Indiana University RUGS

(Research and the University
Graduate School) and NSF grants
CDA-92-23008 and CDA-93-
12614,

CONTACT

Andrew ]. Hanson

Indiana University

Department of Computer Science
Lindley Hall 215

Bloomington, IN 47405 USA
hanson@gcs.indiana.edu




The Onset of Turbulence
in a Shear Flow Over
a Flat Plate

Smooth, laminar flow over a flat
plate eventually becomes turbulent.
The transition to turbulence gener-
ally occurs on a scale that is too
small and too fast for an observer
to appreciate in an empirical
experiment. This application lets
the user track the development of
a turbulent spot (from a numerical
simulation) at a size and speed that
are comprehensible,

CATEGORY
Fluid Mechanics

COLLABORATORS

David Banks

Tom Crockett

Institute for Computer Applications
in Science and Engineering

Bart Singer
High Technology Corporation

Ron Joslin
NASA

EQuUIPMENT
CAVE, BOOM

ACKNOWLEDGEMENTS

The Theoretical Flow Physics
Branch at NASA Langley
Research Center provided fund-
ing under contract number
NASI-19299. The direct numeri-
cal simulation was performed at
the National Aerodynamic

Simulation Facility. Thanks to
Russell Taylor, University of
North Carolina at Chapel Hill, for
setting up the virtual reality facili-
ties at ICASE.

ConTaCT

David C. Banks

Institute for Computer
Applications in Science and
Engineering

Mail Stop 132C, NASA Langley
Research Center

Hampton, VA 23681-0001 USA
banks@icase.edu




CitySpace

CitySpace is an educational net-
working project that invites stu-
dents to build a virtual city model
made up of 3D objects and
images from sites around the
world. The CitySpace project
strives to present a learning
model based on collaboration,
simulation, visualization, and
wide-area digital networking. The
project is intended for integration
into project-based curricula and is
designed for self-managing groups
of students, mentors, teachers,
and resource administrators. The
model relies on a flexible, open,
high-speed network based on
client-server technology, wide-
spread access to desktop digital
media production tools, and
efficient utilization of high-end
computational resources.

CATEGORY
Collaborative Networked
Visualization

COLLABORATORS
Zane Vella
Coco Conn
Internet Tours

Jim Damiano
Spatial Relations

Jim Thompson

Smallworks

Chris Cederwall
Electronic Visualization Laboratory,
University of lllinois at Chicago

EQUIPMENT
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The CitySpace Project has
been made possible by ACM
SIGGRAPH, USENIX, Silicon
Graphics, Inc., and Software
Systems.

CONTACT

Coco Conn

Internet Tours

2207 Willetta Avenue

Los Angeles, CA 90068 USA
info@cityspace.org




The Virtual Windtunnel

The Virtual Windtunnel is an
application of virtual reality to
the visualization of pre-computed
simulations of air flow around
aircraft. Through a natural 3D
display and control interface, the
Virtual Windtunnel provides a
platform for intuitive and rapid
investigation of complex airflows.

nu F nenon
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Three-Dimensional
Terminal Viewer (3DTV)

Impaired visibility conditions
caused by nightfall or precipitation
can preclude aviation system users
from obtaining the visual cues
often helpful in detecting aviation
weather hazards. Other aviation
weather hazards cannot be
detected by the naked eye. 3DTV
was developed to study the value
of real-time 3D visualization of
derived weather hazards, such as
microbursts, wind gust fronts, and
heavy precipitation regions, to the
aviation community. It provides a
virtual environment that allows
users to have a more intuitive
understanding of the aviation
weather hazard situation within
the terminal area, and to promote
effective communication between
users through a shared and
heightened situational awareness.

Algorithms, fed by real-time
sensors such as Doppler weather
radars, extract aviation weather
hazards and allow the creation of
a virtual world derived from
physical phenomena. The system
uses icons and surfaces to present
an unobscured view of weather
hazards to the target audience: air
traffic managers, flow control spe-
cialists, and pilots.
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Scientific Visualization
of Gyrofluid Tokamak
Turbulence Simulation

High-performance algorithms for
simulating and visualizing 3D plas-
ma turbulence in magnetic fusion
experiments have been developed
as an aid in the development of
more accurate predictive models
of plasma transport and the
design of future experiments. This
work is part of the Numerical
Tokamak Project, a national con-
sortium of efforts using the most
powerful supercomputers in the
world to develop and use such
numerical models. Virtual reality
represents a “'next step” in the
development of a visualization
system already in use by
collaborators in the Numerical
Tokamak Project.
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Sounds from Chaos
in Chua’s Circuit

To exhibit chaotic behavior, an
autonomous electronic circuit
must contain at least one nonlin-
ear element, one locally active
resistor, and three energy storage
elements. Chua's circuit is the
simplest electronic circuit that
contains these elements, and it is
the only physical system for
which the presence of chaos has
been proven mathematically. It
has become a paradigm for the
study of chaos due to its universal
chaotic properties, its simple
circuit design, its ease of con-
struction, and its rich variety of
over 40 attractors.

Chua’s circuit produces many
types of signals, from sine-like
periodic patterns to unpredictable
noise-like patterns. These contin-
uous signals can be generated in
the human auditory range and
displayed as sound using an ampli-
fier and speakers or headphones.
Sometimes, the sound resembles
familiar musical tones. Other
times, it produces novel sounds
that contain both pitched and
noise characteristics. By listening
to the sound, observers can study
fine details of a chaotic attractor.
A composer could also organize
the sounds into a musical
presentation.

The unique aspect of the display of
this study in virtual space is the
simultaneous presentation of con-
trol space (manifold) and output
phase space of the circuit. As users
navigate the manifold surface, they
receive immediate feedback by
observing the phase display of the
signal as well as changing acoustic
responses.
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The Fluid Universe:
Rayleigh-Taylor Instability
in Fluid Flow

This interactive simulation of
Rayleigh-Taylor instability shows
what happens when a heavier
fluid lies on top of a lighter fluid.
The gravitational force causes the
heavier liquid to form “fluid
fingers™ that flow down into the
lighter liquid, causing mixing and
turbulence. There are many
astrophysical objects that show
this kind of behavior, such as the
remnants of giant explosions
called supernova and the atmos-
pheres of some stars.

Scientists viewing this application
in the CAVE have achieved a bet-
ter understanding of the texture
(or morphology) of the data pro-
duced by the simulations.
Specifically, the evolution of small
eddies on the sides of the large
Rayleigh-Taylor finger were very
interesting to observe.
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Post-Euclidean Walkabout

This real-time interactive CAVE
application takes you on a visit to
the post-Euclidean geometry of
Gauss, Riemann, Klein, Poincare,
and Thurston. Here you can walk
into a rectangular dodecahedron,
a shape which is possible only in
negatively curved hyperbolic
space. With a wand, you can
summon and play with the snail-
shaped 3D shadows of soap films
in positively curved elliptic space.
You can see how to sew the
edges of hyperbolic octagons
together into the surface of a 2-
holed donut. The CAVE becomes
a spaceship you can navigate with
the wand, as it glides through the
phantasmic shapes that populate
the 3-sphere.

The purpose of this project is to
perfect persuasive visual and sonic
environments in which to exhibit
geometrical wonders and their
startling metamorphoses, which
interest research geometers.
Convincing visualizations of multi-
dimensional, time-varying geomet-
rical structures are equally useful
in applied and pure mathematics.
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Stepping Into Alpha
Shapes

A finite set of points in 3D space
and a real-parameter alpha
uniquely define a simplicial com-
plex, consisting of vertices, edges,
triangles, and tetrahedra embed-
ded in space: the alpha complex of
the points. The alpha shape is the
geometric object defined as the
union of the elements of the
complex. By varying the values of
alpha, the system can create
crude or fine shapes — from con-
vex hulls to detailed structures
containing cavities that may join
to form tunnels and voids. Several
graphical interaction techniques,
as well as the use of sound syn-
thesis, enable users to explore
alpha complexes with meaningful
visual and auditory cues. Alpha
shapes have application in geo-
metric modeling, grid generation,
protein structure analysis, and
medical image analysis.

The alpha-shape software
constructs a geometric object
with detailed and possibly quite
complicated features on the
outside and inside. The CAVE
enables the immersive visual
inspection of features. The audio
experience is made possible
through real-time sound synthesis
that reflects the detailed struc-
ture of the alpha shape.
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Virtual Breadcrumbs:
A Tracking Tool for
Biological Imaging

Virtual Breadcrumbs is an immer-
sive virtual environment tool for
tracking complex biological struc-
tures in a volumetric dataset.
Through a combined volume and
solid-model rendering visualization
interface, it allows users to walk
along the highly convoluted and
twisted path of a fiber folding in
three dimensions while simultane-
ously building a model of the fiber
track. The tool is demonstrated
with several medical and biological
volumetric datasets. For example,

it tracks chromatin fibers through
the nucleus, cytoskeleton fibers
through the cytoplasm, and
neurons within brain slices from
microscopic datasets.

The ability to track the structure
of biological objects through a 3D
volume is an important problem
in biological and medical image
analysis. It is also a difficult prob-
lem, because the need for contin-
uous reorientation of the 3D
viewing geometry causes spatial
disorientation. The CAVE solves
the problem and generates better
tools for scientific investigation by
providing a unique immersive
environment for 3D biological

image analysis.
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Spacetime Splashes:
Catching the Wave of
Einstein’s Equations

Astrophysicists are interested in
applying virtual reality and scientif-
ic visualization to spacetime simu-
lations to help them better under-
stand and interpret numerical
studies of black holes, gravitational
waves, and the Einstein equations
for the gravitational field.

Einstein’s theory of gravity, known
as general relativity, is a complex
set of nonlinear partial differential
equations. In this project, full 3D
codes have been developed to
solve these equations for the
gravitational field. The demonstra-
tion shows gravitational waves
propagating through spacetime
according to Einstein's equations
for the gravitational field. The
waves are disturbances in the
gravitational field that travel at
the speed of light. The simulation
computes the evolution of various
components of the waves.
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Molecular Recognition
in Protein-Protein
Association

The phenomenon of macromolec-
ular recognition is of immense
interest in medicine and biotech-
nology. This process is studied in
immune-system proteins in order
to precisely delineate the nature
of recognition between antibodies
and antigens at various levels. In
this demonstration, the steered
encounter of an antibody is simu-
lated using Brownian dynamics,
and the trajectories are visualized
in a virtual-reality environment to
provide an intimate picture of
interactions between the antibody
and the protein.
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The Development of
Tornadoes with Storms
and Along Gust Fronts

This demonstration is derived
from current investigations of the
processes involved in tornado
genesis along thunderstorm out-
flow boundaries. The massively
parallel CM-5 and CM-2 super-
computers are being used to
numerically simulate the local
environments that support these
tornadoes. Rendered isosurfaces,
such as temperature surfaces, give
a tangible representation of the
outflow leading-edge structure
and key instabilities that may be

present. Trajectories launched
near these instabilities yield valu-
able information about the flow
regime present at the outflow
leading edge.
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A Walk Through
Chesapeake Bay

Unlike the atmosphere, the
world's oceans are opaque, and
processes that occur beneath the
sea surface cannot be directly
viewed. What little we see is
inferred from measurements
made with remote sensing instru-
ments. Though it can be useful,
this approach limits the ability of
scientists (and the general public)
to experience the many and var-
ied processes that occur in
marine environments. Now, with
recent advances in computing and
visualization, individuals can expe-
rience the environment beneath
the sea surface in a visualization
framework that is familiar to
them. A visualization approach
also allows many processes to be
integrated, so that interaction of
complex oceanic systems can be
demonstrated (e.g., circulation
and ecosystem dynamics).

Freshwater input is a primary
forcing function for the circulation
of estuarine systems such as the
Chesapeake Bay. This first effort
to focus on visualizing the input of
freshwater to Chesapeake Bay
allows the study of the effects of
the Susquehanna, Potomac, and
James Rivers, among others, on
the salinity and hence the density
structure of the Bay in a 3D time-
dependent framework. This study
combines bottom bathymetry,
river discharge, hydrographic
(temperature and salinity)
datasets, and tidal datasets for

the Chesapeake Bay, as well as
circulation distributions from a
numerical circulation model
constructed for the Bay.
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3D Hydrodynamic
Model of the Heart

This computational model of the
heart treats the heart wall as a
set of fibers immersed in fluid and
responding to both fluid forces
and tension forces. The fluid, in
turn, experiences a force field in
the neighborhood of the fibers
that prevents flow through the
gaps in the fiber network, allow-
ing the heart to pump the fluid.
The anatomy modeled is that of a
hog heart, for comparison with
experimental data.

The main goal of this virtual-
reality project is investigational.
The hope is that it will help clarify
the relevance of virtual reality to
this type of study.
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MUSE: Multi-Dimensional,
User-Oriented, Synthetic
Environment

MUSE is an open-software envi-
ronment that provides a new
approach to the human-computer
interface. Using functional models
of human interaction and physical
device classes, it permits real-time
mapping of user control onto
application/system functions
(input), and mapping of computer
information onto different types
of output devices. It is device-
independent and handles different
types of displays (from flat-screen
to head-tracked stereo displays),
voice recognition, speech synthe-
sis, sound generation, and a
variety of analog input devices.

It supports simultaneously shared,
networked environments and
provides a versatile craft model
with control, navigation, manipu-
lation, and display capability to
facilitate exploration and analysis
of complex information spaces.

VROOM showcases a number of
scientific and engineering applica-
tions that use MUSE, including:
volumetric CT scan data; a modu-
lar analog controller (fusing
approximately 36 different types
of time-dependent information,
from finite-element thermal analy-
sis to electrical circuit simulation,
into visual, auditory and craft dis-
plays); explosive welding (using an
explosive charge to instantly weld
a copper pipe to a beveled steel
plate and to deform the pipe to
match the bevel); and a simulation
of the solar system in logarithmic
scale that covers a spatial range
of 10'? kilometers, with a dynam-
ic positioning resolution of
approximately 25 kilometers.
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Real-Time Graphics
Techniques Using IRIS
Performer

Whether used as a training simu-
lator or as an architectural design
tool, most visual simulations try
to achieve a sense of immersion
for better usability and enhanced
training value.

These virtual environments
demonstrate various techniques
in real-time computer graphics
using IRIS Performer, a perfor-
mance-oriented, multiprocessing
3D graphics toolkit. The tech-
niques include level-of-detail con-
trol for frame-rate constancy,
view culling, texture mapping,
detail texturing, pre-computed
animation sequences, billboard
polygons, and morphing. The sce-
narios include a drive through a
town, a walk through a radiosity-
solved architectural model, and a
demonstration of real-time shad-
ow generation using projected
texturing.
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Virtual Exploration of a
Florida Thunderstorm
Using the SciAn
Visualization Package

Raw and analyzed data from a
variety of sources, as well as sim-
ulation, are used to explore a
storm system in central Florida.
The purpose of this research is to
better understand the relation-
ships among the co-evolving wind,
water, and electric fields, with the
goal of improving numeric models
of storm systems and improving
forecasts of precipitation, light-
ning, tornadoes, and downbursts.

Exploring the data in a virtual envi-
ronment gives a better overall
understanding of the structure of
the storm than is possible with
static or animated images on a flat
screen. The ability to interact with
the data in an inherently 3D space

allows more natural exploration of

the properties of the data. Merging
an immersive environment with
natural 3D interaction allows con-
ventional visualization techniques,
such as isosurfaces and stream-
lines, to function as extensions of
the user’s hands and senses.
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Stepping Into Reality

This team’s current work is
focused on embedding real (stair
stepper) and computer-generated
forces (mechanized and infantry)
into a distributed interactive
simulation. A virtual environment
version of this work produced
through stealth imaging is
portrayed using the CAVE envi-
ronment. An individual on the
stair stepper can view the virtual
environment, move around in it,
and interact with other simulation
entities by firing a weapon. As a
feedback mechanism from the
virtual terrain, the stair stepper
provides a closer sense of reality.

CATEGORY
Situational Training

CoNTACT

Edmund H. Baur

U.S. Army Research Laboratory
ATTN: AMSRL-CI-SB (Baur)
Aberdeen Proving Ground, MD
21005-5006 USA

baur@arl.mil

COLLABORATORS
Edmund H. Baur
Mark A. Thomas
Kelly T. Kirk

Jonah N. Faust
Charles E. Hansen
Eric G. Heilman
Holly A. ingham
Virginia A. Kaste
Thomas M. Kendall
Janet F. O’'May
Terry A. Purnell
Kenneth G. Smith
U.S. Army Research Laboratory

EQUIPMENT
CAVE

ACKNOWLEDGEMENTS
Special thanks to Steve Koch
of Pacific Kinematics.

Computer Generated Forces ]

DIS PDU

DIS PDU

Stair Stepper

Cave Environment

‘Stepping into Reality’

pis §
Manager §




Parallel Real-Time
Radiosity

This application demonstrates
how parallel architectures are
being used to render scenes in
real time or close-to-real-time
using physically based lighting
models (in particular, radiosity).
For VROOM, the application
visualizes Argonne West's
Breeder Reactor model database

and other interior room scenes.

Virtual reality is helping to deter-
mine which components of global
illumination models are important
to provide users with a level of
realism beyond standard lighting
models. Implementing the algo-
rithms for radiosity and other
physically based techniques in vir-
tual reality helps focus the work
on the areas that are most in
need of improvement — for exam-
ple, performance enhancements
using parallel architectures, better
modeling of the physics of light
transport, human perception
issues, and other areas.
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The Virtual Eye

This project demonstrates the
design of an anatomically realistic
computer model of a human eye
in a virtual environment. Users
are able to explore and interact
with the eye's components to
discover their characteristics.
The model will eventually be used
to educate students on the eye's
geometry and will allow them

to simulate common presurgical

procedures.
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JASON Interactive Mapper

The JASON is an underwater
remotely operated vehicle
operated by the Woods Hole
Oceanographic Institute. This
virtual-reality demonstration
re-enacts the exploration of
hydrothermal vents in the
Guaymas Basin near Baja
California. CAVE participants
watch the JASON as it collects
bathymetry data, temperature
data, and high-resolution still
images, and transmits a “live feed"
from its video cameras
(pre-recorded, in this case, for
presentation purposes).

With a virtual-reality interface,
users are able to visit this
normally inaccessible region via
telepresence. After they watch
the JASON explore the vents,
users construct a 3D map from
what they have seen, physically
placing icons that represent
observed objects and events into
the virtual environment.
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Evolution of Behavior
in a Simulated
Environment

This application enables CAVE
users to view and interact with
the behavior of various animats,
virtual animals that exhibit behav-
iors similar to those of natural
animals, such as predators, scav-
engers, or gatherers. The user
interacts with the animats by giv-
ing distinct behaviors rewards or
penalties that affect the life of the
animat and its future generations.
The fundamental notion of the
application is based on the field of
Artificial Life, the study of living
organisms through artificial means.

Virtual reality enhances this
simulation by providing users with
immediate feedback on various
behaviors. Behaviors should be
easily recognizable and users
should be able to determine if the
behaviors are similar to what is
expected. The visual feedback is
different from traditional text-
based results.
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Getting Physical
in Four Dimensions

The goal of this application is to
provide a more intuitive under-
standing of hyperspace. It enables
users to physically interact with
objects in four dimensions.

A series of classical 4D objects is
projected into the 3D CAVE
through simultaneous projection
of both 3D slices and perspective
projection. There is also a mode
that enables the user to directly
draw 4D surfaces of revolution
by drawing a 3D curve. The user
controls both the 4D projection
point and the 3D viewing point, in
addition to rotation and transla-
tion, in four dimensions.

A sub-cultural goal of this project
is to enable users to develop an
intuitive understanding of hyper-
dimensional worlds. Human
beings have learned about the 3D
world in which we live by manip-
ulating objects within it. In this
project, the goal is to let people
directly manipulate 4D objects in
four dimensions. Previously, 4D
objects were projected into three
dimensions and then into two
dimensions for viewing. Virtual
reality allows a much more 3D
environment, minimizing the
effects of 3D-to-2D projections.
It also creates a more physical
interface to the 4D objects and
their projections and transforma-
tions, which gives participants
better intuitive insight into four
dimensions.
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Virtual Director

Virtual Director provides a user-
friendly, virtual-reality method to
control camera motion for instant
playback or animation recording.
The Virtual Director shown in
YROOM is a camera motion-
control application using the
CAVE to control and play back
users’ input in real time. Stored
camera-motion data can be used
to control various computer-
generated imagery cameras (e.g.,
Wavefront, AVS, Renderman,
etc.). This demonstration also
includes an astronomical simula-
tion of colliding galaxies that has
been fully rendered in batch
mode with this kind of camera
motion control in mind. The
galactic data were simulated using
a supercomputer and visualized
with Wavefront.

Historically, controlling camera
motion has been one of the most
clumsy aspects of computer ani-
mation. When camera motion is
recorded and played back using
virtual reality, the control mecha-
nism is much more user-friendly
and natural for novice users than
attempting camera control with
traditional methods. Virtual reali-
ty facilitates the real-time inter-
face for camera motion viewing,
recording, and playback. This
application is robust and can be
applied to various 3D imaging set-
tings as well as scientific datasets.
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Topological Surface
Deformation

The CAVE's immersive virtual
environment enables participants
to walk around mathematical
shapes, step through complex
surfaces, or move a surface
through itself. Virtual reality
encourages users to see shapes
from a new perspective — from
the inside, looking out — and to
explore and manipulate complex
surfaces in order to better
understand them.

Topology is the study of the
characteristics of mathematical
surfaces, such as their number of
sides, edges, or holes. This pro-
gram uses free-form deformations
to study the topology of mathe-
matical surfaces. Deforming a sur-
face changes its shape, but not its
characteristics; an edge remains
an edge, and a hole remains a
hole, no matter how distorted
the edge or hole appears. The
claim of topologists that a donut
(torus) and a coffee cup are
topologically equivalent is one of
the deformations demonstrated

in this program.
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Virtual Reality for Parallel
Computer System
Performance Analysis

Recording and analyzing the
dynamics of application programs,
system software, and hardware
interactions are the keys to
understanding and tuning the per-
formance of massively parallel
systems. Because massively paral-
lel systems contain hundreds or
thousands of processors, each
potentially with 5-10 dynamic
performance metrics drawn from
multiple system levels, the perfor-
mance data occupy a very sparse-
ly populated, high-dimensional
space. Understanding the dynamic
“shape” of multiple performance
data metrics in a high-dimensional
space is only possible if one can
examine multiple projections of
this space.

The ultimate goal of this perfor-
mance data immersion project is
performance optimization and
control of massively parallel sys-
tems. Not only does data immer-
sion allow one to quickly grasp the
relationships among large numbers
of performance metrics, but by
causally tying a metaphor in the
virtual environment to a perfor-
mance data source in the system
or application code, it also allows
the observer to intuitively realize
real-time, adaptive control of sys-
tem or application performance.
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Computational Modeling
for Crash-Worthiness

of Electric Vehicles Using
Nonlinear Finite Element
Methods

This project uses transient
nonlinear finite element analysis
to model the crash-worthiness of
a vehicle modified from gasoline
to electric power. The modifica-
tion changes the dynamic struc-
tural response of the vehicle dur-
ing a collision, and designers must
ensure occupant safety as the
vehicle components undergo
plastic deformation. Finite ele-
ment models allow investigation
of the deformed geometry and
buckling patterns of the vehicle
over a series of time steps. They
also permit examination of key
response quantities such as
effective stress and effective

plastic strain.
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The SIGGRAPH 94 Daily
Weather Forecast

Interactive 3D visualization has
proved its value for finding and
understanding problems with
numerical simulations of the
atmosphere. Scientists are able to
scan through large simulations
quickly, looking for problems, and

then trace back through simulated

time to find the root causes of
those problems by comparing dif-
ferent model fields and looking at
the geometry of those fields from
various angles.

This project demonstrates the
current two-day forecast of
Florida weather, made with the
UW-NMS modeling system and
visualized using the VIS-5D soft-
ware. Virtual reality is used to
present the high spatial and tem-
poral resolution of numerical
weather forecasts.
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The SANDBOX:
Scientists Accessing
Necessary Data Based
On eXperimentation

Scientific databases contain enor-
mous amounts of data collected
through experimentation. They
are accessed by investigators from
many disciplines, most of whom
are unfamiliar with databases and
their associated query languages.
Using the SANDBOX, an investi-
gator places virtual instruments
into a virtual reenactment of the
original experiment and collects
data from the scientific database
in much the same way that the
original data were collected.

This prototype of the SANDBOX
allows an investigator to access
parts of NASA's FIFE scientific
database, which contains data
from ground experiments, air-
borne instruments, and satellite
photographs for developing ways
to measure surface climatology
from satellite information.
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