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Abstract
Efficient job scheduling is crucial in high-performance computing
(HPC), balancing user demands for quick job turnaround with fa-
cility goals for high resource utilization. Traditional scheduling
requires users to specify a system at job submission, which can lead
to inefficiencies. A unified scheduling approach, viewing the re-
sources within a computing facility as an integrated pool, promises
improved resource use and reduced job wait times. This paper
presents CQSim+, an open-source, discrete event-driven simulator
tailored for symbiotic multi-resource scheduling. CQSim+ supports
dynamic simulation by continuously integrating real-time data from
job schedulers, enabling adaptive scheduling based on the system’s
current state. Through extensive experimentation, we demonstrate
CQSim+’s ability to enhance resource utilization and decrease job
wait times in both homogeneous and heterogeneous HPC envi-
ronments. Additionally, we present a case study that coordinates
job scheduling between two production systems, illustrating how
CQSim+ can effectively optimize job scheduling across distinct
systems.

CCS Concepts
• Computing methodologies → Modeling methodologies;
Discrete-event simulation; Real-time simulation; Simulation
tools; • Social and professional topics → System management.
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1 Introduction
In high-performance computing (HPC), job scheduling is critical as
the intermediary between users and the resources of the computing
facility. It manages the influx of user jobs on available resources
to achieve rapid turnaround times for its users and high resource
utilization in line with the facility’s goals. Since resources are often
divided among various computing systems, users must specify a
particular system when submitting their jobs. This rigid approach
to system selection can result in inefficiencies. For instance, users
may request the most powerful system within a facility despite a
less powerful system with a shorter wait queue, potentially offering
much faster application turnaround times.

Transitioning from siloed single-system scheduling to a unified
multi-resource scheduling presents a promising solution to the prob-
lem. By viewing the entire computing facility as an integrated pool
of diverse resources, multi-resource scheduling can accommodate a
broad mix of applications with varying resource requirements. This
global and uniform access facilitates a more effective allocation of
resources across diverse applications, enabling the balancing and
optimization of resource utilization within the facility.

Multi-resource scheduling simulation is an indispensable tool
for designing and assessing multi-resource scheduling policies. It
allows researchers and practitioners to explore various scheduling
algorithms, resource allocation policies, and system configurations
in a controlled environment. In particular, the community is in
critical need of symbiotic simulation to support dynamic decision-
making at runtime. Such a symbiotic simulation framework must
leverage real-time data the job scheduler generates to update the
simulation model continuously. It must allow real-time adjustments
and optimization based on the system’s current state. By integrating
real-time data into the simulation process, symbiotic simulation
can bridge the gap between static modeling and the dynamic nature
of multi-resource scheduling environments, ultimately improving
resource allocation and job scheduling.
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Despite its critical importance, the field lacks an open-source,
high-fidelity multi-resource scheduling simulation tool designed
for symbiotic simulation. It creates a significant gap for the com-
munity, limiting innovation in developing advanced multi-resource
scheduling techniques.

To bridge the gap, we present CQSim+, a multi-resource sched-
uling simulator designed for symbiotic simulation. CQSim+ is built
on CQSim, an open-source, discrete event-driven multi-resource
simulator[27]. Discrete event simulation is renowned for achieving
high-fidelity computer system simulations swiftly. CQSim+ extends
the capabilities of CQSim to support multi-resource scheduling. In
the development of CQSim+, we have addressed several techni-
cal challenges. The first is to transition from offline simulation to
symbiotic simulation. Although CQSim has been validated and uti-
lized by the community for over ten years, it is primarily designed
for offline trace analysis. To facilitate symbiotic simulation, our
design incorporates several techniques that enable real-time data
acquisition and streaming between CQSim+ and job schedulers. An-
other challenge is to accelerate the simulation to support real-time
decision-making processes. We adopt a multi-process architecture
for CQSim+, enabling it to perform rapid simulations necessary for
runtime optimizations. Specifically, this work makes the following
key contributions:

• We introduce CQSim+, an open-source simulator that sup-
ports high-fidelity symbiotic simulation for multi-resource
scheduling. Built upon a multi-process, discrete event-driven
simulation architecture, CQSim+ enables efficient modeling
of complex multi-resource environments, facilitating real-
time data acquisition and dynamic scheduling decisions.

• We conduct extensive experiments demonstrating the advan-
tages of using CQSim+ for multi-resource scheduling across
homogeneous and heterogeneous systems. These experi-
ments highlight CQSim+’s capability to optimize resource
utilization and reduce job wait times.

• We present a case study utilizing CQSim+ to coordinate the
scheduling of jobs across the Polaris and Theta supercom-
puters at Argonne Leadership Computing Facility (ALCF)
[10]. This case study illustrates how CQSim+ can effectively
manage and optimize workloads between distinct systems,
providing valuable insights into the practical use of multi-
resource scheduling in real-world HPC environments.

2 Related Work
A job scheduler, or batch scheduler, is a system-level scheduling
component that manages the allocation of jobs to computing re-
sources (e.g., compute nodes) based on site policies and current
resource availability.

Two widely used batch schedulers in HPC environments are
Slurm [32] and PBS [3], each offering distinct capabilities to manage
and optimize resource use in large-scale HPC systems. First Come
First Serve (FCFS) with EASY backfilling is the most widely used
heuristic, which sorts the jobs in the wait queue according to their
arrival times and executes jobs from the head of the queue[21].
If the available resources are insufficient for the first job in the
queue, the scheduler will reserve the resources for this job. Back-
filling is often used in conjunction with job reservation to enhance

system utilization. It allows subsequent jobs in the wait queue to
move ahead under the condition that they do not delay the existing
reservations.

Multi-resource scheduling methods have been extensively ex-
plored in various studies. In grid computing, “meta-scheduling” is
frequently used for scheduling applications among the distributed
resources belonging to different administrative domains [13]. Ex-
isting multi-resource scheduling methods can be broadly classified
as either heuristic or classical optimization approaches. Heuris-
tic methods, like best-fit and list scheduling, are commonly used
to make allocation decisions based on simple rules or strategies
[15, 28]. Other studies typically formulate the problem as a mixed-
integer linear problem (MILP) and apply dynamic programming or
greedy algorithms to solve it [8, 12].

Both Slurm and PBS offer basic interfaces for resource provision-
ing across multiple systems. In Slurm, a heuristic method called
federation scheduling is employed, which assigns jobs to the system
that offers the earliest start time subject to its queue of pending
and running jobs[32]. On the other hand, PBS adopts a different
heuristic method known as peer scheduling, which transfers jobs
from a busy system to an idle one[3]. These systems operate on the
similar principle of selecting the system for job execution using the
greedy method.

Simulation is an essential technique in scheduling and fault tol-
erance research, providing a controlled environment for testing and
evaluation. It is a well-utilized technique used to prove the benefits
of multi-resource scheduling in theory as the general k-resource
problem [18], as well as in practice such as HPC [19] and Cloud
[20]. Over the years, numerous simulators have been developed to
support research in grid, HPC, and cloud computing environments.
These simulators typically fall into one of three main categories.
The first category consists of simulators that employ real-life re-
source management systems (RMS) in the simulation mode. For
example, the ScSF[24] and Slurm simulator [26] emulate a real sys-
tem by using Slurm Workload Manager inside its core to mimic the
real RMS realistically. A similar “simulaton mode” is supported in
Moab[1] and PBS. These simulators provide highly realistic sched-
uling behaviors, closely replicating the RMS configurations used
in many large-scale HPC systems, though they are often limited
to specific environments. The second category includes simulators
that leverage an underlying simulation toolkit, such as SimGrid
[6], GridSim [17], and CloudSim [5]. Examples include Batsim [9],
ALEA [16], and WRENCH [7]. Batsim is a batch scheduling simu-
lator built on top of SimGrid, designed to support a wide variety
of event-based scheduling algorithms. Based on GridSim, ALEA
provides flexible environments for simulating job scheduling in
grid and HPC systems. WRENCH, an extension of SimGrid, in-
troduces higher-level abstractions to facilitate the simulation of
real-world CI (CyberInfrastructure) scenarios, including scientific
workflows across multi-resource environments. The third category
includes AccaSim [14], and QSim [30], which are built from scratch.
AccaSim is a flexible Python-based scheduling simulator designed
to test scheduling policies in diverse HPC workloads. Qsim is an
event-driven scheduling simulator supporting utility-based policies
to balance various scheduling requirements and priorities.

Although existing simulators are valuable for scheduling re-
search, none fully support symbiotic simulation, which integrates
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Figure 1: Transitioning from CQSim to CQSim+. (Left) tradi-
tional offline simulation CQSim, (Right) symbiotic simula-
tion CQSim+.

system modeling with real-time data analytics to improve opera-
tional decision-making. Onggo et al. introduce the symbiotic sim-
ulation system (SSS) [22], a digital twin of a physical system that
enables continuous interaction through simulation, data analytics,
optimization, and machine learning.

However, they highlight several challenges, such as synchroniz-
ing real-time data with model execution, managing hybrid models,
and adapting to rapidly changing physical conditions. Addressing
these issues requires advancements in model validation, real-time
decision-making optimization, and adaptive simulation frameworks.
This work seeks to fill this gap by extending existing simulators
with symbiotic simulation capabilities, allowing for real-time feed-
back and adaptation during the simulation.

3 Design of CQSim+
CQSim+ is a multi-resource scheduling simulator designed explic-
itly for symbiotic simulation. It enables the real-time interaction
between a physical system and its simulated model.

CQSim+ is built upon CQSim [27]. Originally developed for
IBM BlueGene/P systems in 2009, CQSim is an open-source,
discrete-event-driven job scheduling simulator with enhanced
functionalities[2, 30, 31]. CQSim processes job traces provided in
the Standard Workload Format (SWF), a widely used format for job
scheduling [29] simulations. It models job scheduling as a sequence
of events, and each event (e.g., job arrival, job start, job completion,
etc.) occurs at a specific time andmarks a state change in the system.
Based on these events, CQSim emulates job submission, scheduling,
allocation, and execution under a specific scheduling policy. The
simulation operates on a single thread, reading jobs sequentially

from a trace file, which ensures simplicity and transparency. Its
functionalities are distributed among its modules that keep track
of the state of specific components in the system as shown in Fig-
ure 1 for offline simulation. Using its modular interface, this work
extends CQSim to CQSim+, which enables the usage of its offline
simulation modules within the symbiotic simulation system.

CQSim+, as a symbiotic simulation system, can interact in real-
time with the resource management system of a multi-resource
computing facility (e.g., PBS). The physical system drives the simu-
lation using live data, allowing the simulation to provide predictions
and assist in decision-making. In this setup, the physical HPC job
scheduler manages job scheduling, while the original CQSim+ acts
as a digital simulator reflecting scheduling decisions and outcomes.
This integrated design allows CQSim+ to respond dynamically to
real-time changes within the physical system, optimizing schedul-
ing and resource allocation through a continuous feedback loop.

Figure 1 illustrates the differences between offline simulation
with CQSim and symbiotic simulation with CQSim+. CQSim+ con-
sists of three main components in this design: a streaming mod-
ule for data acquisition, a meta-scheduling module for simulation-
related components, and an RPC module to interact with the job
scheduler. The Streaming module enables high-speed transactions
of real-time job queue events and machine states from the systems
of the multi-resource computing facility, passing these data streams
to the meta-scheduler for processing. The meta-scheduler module
manages multiple instances of CQSim as shown by the blue in-
stances in Figure 1. It also allows the creation of multiple copies of
each instance and uses the copy to simulate the future of a particular
system. The future predictions from each instance’s copy are then
gathered as feedback to help the simulated meta-scheduler make
decisions for the real system. Finally, an RPC module is developed
using the jobs schedulers API that sends back the decision of the
CQSim+ to the facility’s job scheduler.

3.1 Data Acquisition and Streaming
Typically, the job scheduler is composed of various services running
on the system nodes. Consequently, events within the system can
originate from multiple locations. For example, PBS consists of
four main types of services: the server, scheduler, communication
service, and MoM server (Machine-oriented Mini Server)[4], each
running on separate nodes. The server is responsible for handling
jobs and PBS-related commands, the scheduler contains the logic
for scheduling jobs, the MoM handles the execution lifecycle of a
job on each compute node, and the communication service manages
communication between all PBS-related services.

Acquiring data from the job scheduler in real-time is necessary
for symbiotic simulation. Most job schedulers have an interface that
allows developers and users to add functionality. In the case of PBS,
a Python interface called PBS Hooks[4] is provided. PBS Hooks are
Python scripts triggered by particular events, such as job submit,
run, end, etc. Similarly, Slurm provides the plugin interface[25] to
its users and developers. These interfaces can be used to acquire
data in real-time.

As stated earlier, the nature of the events is distributed. In the
case of PBS, the Python hook scripts only run on the machine where
the event occurred. The manual for PBS [4] defines events that may
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1 # logging_hook.py

2 import pbs

3 import sys

4 import os

5 import time

6

7

8 e = pbs.event ()

9

10 # Get the timestamp at which the event occurs

11 timestamp = int(time.time() * 1000)

12

13 # Get the job id

14 job_id = str(e.job.id)

15

16 # Get the event type

17 event_type = pbs.event ().type

18

19 try:

20 # Check for the event that triggered this hook

21 if event_type is pbs.QUEUEJOB:

22 event_str = 'q'

23 elif event_type is pbs.EXECJOB_BEGIN:

24 event_str = 'mom_r '

25 elif event_type is pbs.EXECJOB_END:

26 event_str = 'mom_e '

27

28

29 # Create the log entry

30 log_string = f'{timestamp}, {job_id}, {event_str}'

31

32 # Write to some file for logging or data streaming

service

33 write_to_some_file(log_string)

34

35 # accept the event

36 e.accept ()

37

38 except SystemExit:

39 pass

40 except:

41 e.reject("Failed to set job priority")

Figure 2: An example of a PBS Hook. The hook is config-
ured to run at the queuejob, execjob_begin, and execjob_end
events within PBS. Each PBS Hook reads the event detail
from the event-object acquired on line 8. Then, as shown in
lines 20-26, the event can be identified. Line 33 is where the
hook writes the event data to a file. The file is created on the
machine where the hook runs.

occur at the server and the MoM. But the hooks configured to run at
server events will only run on the head node, and those configured
to run at MoM events run on the compute node. This requires us to
collect data from multiple nodes in the system and not just the node
where the scheduler runs. Figure 2 is an example of a simple hook
that runs for the queue, execjob_begin, and execjob_end events and
writes a log string to a file. The queue job is a server-side event;
hence, for the queue event, this script would run on the head node
where the PBS server runs. The execjob_begin and exejob_end
events are MoM-sided; hence, they will run on some compute node.
Due to this, the log files the hook would write would also be written

PBS
Server

Daemon

PBS
Scheduler
Daemon

PBS
Communication

Daemon

PBS Hook

PBS MoM
Daemon

PBS Hook

Redis

Event

Data Stream

CQSim+

Redis

Event

Data Stream

Head NodeCompute Node

Facility Resources

Decision

Data Stream

Figure 3: Data streaming between CQSim+ and PBS compo-
nents.

to different machines in the system. To address this problem, storing
these events in a database is necessary.

To address the issue of transferring event data between the sched-
uler and simulator and the issue of the origin of events being dis-
tributed in the system, Redis offers a fast in-memory distributed
database and publishes subscribe streams. Figure 3 provides an
overview of how Redis works with PBS to stream data to CQSim+.
The developer writes a PBS Hook using Redis’s Python client that
publishes events to a Redis stream.While the stream data is stored in
Redis’s distributed database, CQSIM+ subscribes to the stream and
consumes messages from the stream. Redis guarantees subscribers
get events in the order they were published in.

From the perspective of CQSIM+, its interactions with data
streaming services are handled by the streaming module. It is re-
sponsible for implementing the client interface of the streaming
service (Redis), listening to the stream of events, and propagating
the events to the meta scheduler.

3.2 Meta-Scheduling
Meta-scheduling involves distributing workloads across multiple
systems. CQSim+ extends CQSim by managing multiple instances,
each corresponding to an individual system of the facility. This
approach enables the running of predictive simulations on each
system before determining the optimal placement for a job.

The meta-scheduling module is responsible for maintaining mul-
tiple instances of CQSim. Figure 1 shows a list of CQSim instances
under the meta-scheduling module. Each CQSim instance repre-
sents a single system operating in a facility. It also contains the
logic for advancing simulators, keeping each simulated instance
in sync with the job scheduler and creating copies of instances to
predict the future.

Multi-process Architecture. Future states of individual CQSim
instances can be predicted by creating a copy of the instance and
then advancing its simulation based on new information. This is
achieved using the multi-processing package of Python, which
essentially forks the main process in which CQSim+ is running
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Figure 4: A time diagram of CQSim+ performing meta-scheduling for multiple systems.

and creates a new process with a copy of CQSim+ having the same
exact copies of each CQSim instance.

The CQSim instances of the main process are kept in sync with
the job scheduler. When a new job arrives, the process is forked,
creating a child process with copies of each CQSim instance. Inside
the child process, each simulator reads this new job and advances
to completion. At the end of the simulation in the child process,
each simulator has a prediction. These predictions are sent back
to the main process as simulation feedbacks as shown in Figure 4.
The meta-scheduling component reads this feedback and selects
the optimal system in the main process. Only then is the simulator
of the optimal system advanced in the main process with the new
job. All other CQSim instances in the main process skip this job
since they were not chosen by the meta-scheduling component.
Then the main thread waits to read the next job from the stream.

Scalability. Without the help of multiprocessing, every time
a new job arrives, a new instance of CQSim would need to be
created. Additionally, this new instance would need to read all
previous jobs to be in sync with the job scheduler in real-time. This
incurs a significant computational overhead. As described before,
multiprocessing allows creating copies of CQSim instances that
have already processed past events. This saves us the computational
time of re-running an instance from the beginning. It is important
to note that we use multiprocessing instead of threading in Python
for scalability reasons. This is because the global interpreter lock
in Python does not allow parallelism between threads while using
a multi-core machine [23].

3.3 Decision Making via RPC
The results from CQSim+ are fed back into PBS to drive and guide
multi-resource scheduling in the facility’s physical systems. This

real-time decision feedback is achieved using Remote Procedure
Calls (RPC). In the case of PBS, it provides the Batch Interface
Library [4] written in C++. The routines exposed by the library
allow connecting to the PBS server daemon and issuing PBS com-
mands, including job-related commands such as submit, alter, run,
etc. The RPC module is responsible for providing wrappers for
these scheduler-specific routines, creating a layer of compatibility
between CQSim+ and any other resource management systems.

4 Experiments
To investigate multi-resource scheduling using CQSim+, we evalu-
ate a scheduling scenario where users submit their jobs to a com-
puting facility containing multiple computing systems. Without a
meta-scheduling simulator, a user might randomly select a system
that may not be optimal from a scheduling perspective.

Since a facility may contain multiple systems of the same or
different types, we study two cases. The first is the homogeneous
configuration, where a facility has multiple systems employing
the same hardware. The second is the heterogeneous configuration,
where the systems use different hardware.

The experiments are performed using the job logs from the Theta
system at ALCF [10], which contain 23,911 jobs after filtering out
debug-related jobs. The Theta system comprised 4,392 nodes, of
which 32 were reserved exclusively for debugging. For simulation
purposes, we removed debugging jobs and the nodes used for de-
bugging. Additionally, for the multi-system setup under simulation,
we ensure that the total number of nodes across all systems is equal
to the number of nodes in Theta. Using CQSim+, the experiments
are designed to meta-schedule jobs among two systems for both
the homogeneous and heterogeneous cases. This is done using two
instances of CQSim within CQSim+.
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(a) Resource utilization per week using Random (b) Resource utilization per week using SGS-T

(c) Jobs submitted per week using Random (d) Jobs submitted per week using SGS-T

Figure 5: Resource utilization and the number of jobs submitted per week in the homogeneous case: (left) Random, (right)
SGS-T.

Job Size Job Count
and %

Average Wait Time (min)

Random SGS-T % Improv.

(0-128] 12133 (55.9%) 214.6 131.4 38.8
(128,256] 4841 (22.3%) 558.1 416.3 25.4
(256,512] 1881 (8.7%) 879.6 691.6 21.4
(512,1024] 2438 (11.2%) 1748.9 1465.1 16.2
(1024,2180] 429 (2.0%) 1741.2 1301.6 25.2
Overall 21722 551.1 416.2 24.5

Table 1: Averagewait times binned by job size (Homogeneous)

4.1 Homogeneous
To illustrate a scenario where a user must choose between homoge-
neous systems, the setup consists of two systems, each with 2,180
processes. We selected 2,180 for two reasons:

(1) To test the scenario where the user does not have a clear
idea of which system to choose, as they are identical in size
and performance. Thus, the selection may be random.

(2) To maintain consistency with the amount of resources used
by the original job trace. This is achieved by ensuring that
the total number of nodes across both systems equals 4,360,
matching the number of nodes of the original system of the
job trace.

With these considerations in mind, we designed our experiment
using CQSim+ with the two systems, evaluating the following meta-
scheduling strategies:

(1) The job is assigned to either system with a 50% probability.
This approach represents the absence of simulation assis-
tance to the user. As described previously, the user’s choice
is random since both systems are identical in speed and
performance. We label this approach as Random.

(2) The job is assigned to the system with the best turnaround
time. This makes a case for the presence of simulation guid-
ance from CQSim+ to the user, where the user always sched-
ules the job on the system with the optimal turnaround time.
We refer to this strategy as SGS-T (Simulation Guided Sched-
uling based on Turnarounds).

We evaluate the simulation results using two keymetrics: average
wait time and system utilization.

AverageWait Time. Table 1 shows the averagewait times grouped by
the job size under the Random and SGS-T policies. SGS-T performs
24.5% better overall and in each job size category compared to
Random. Similarly, Table 2 shows the average wait times grouped
by wall time, where each job category benefits from SGS-T.

Average Utilization. The average utilization per day is calculated for
all systems under each meta-scheduling strategy. Figure 5(a) shows
the average utilization of both systems when Random is used for
meta-scheduling decisions, comparing this to figure 5(b), which
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(a) Resource utilization per week using User(0.6) (b) Resource utilization per week using SGS-T

Figure 6: Resource utilization per week in the heterogeneous case: (left) User(0.6), (right) SGS-T.

Walltime (min) Job Count
and %

Average Wait Time (min)

Random SGS-T % Improv.

(10,30] 2344 (10.8%) 534.1 402.9 24.6
(30,60] 5344 (24.6%) 298.9 218.0 27.0
(60,120] 1662 (7.7%) 403.1 338.5 16.0
(120,250] 7918 (36.5%) 410.3 285.6 30.4
(250,500] 2865 (13.2%) 902.8 715.1 20.8
(500,1000] 992 (4.6%) 1528.4 1155.5 24.4
(1000,1500] 597 (2.7%) 1843.3 1527.6 17.1
Overall 21722 551.1 416.2 24.5

Table 2: Average wait times binned by walltime (Homoge-
neous)

Job Size Job Count
and %

Average Wait Time (min)

User(0.6) SGS-T % Improv.

(0-128] 12133 (55.9%) 344.0 218.6 36.4
(128,256] 4841 (22.3%) 952.2 676.2 29.0
(256,512] 1881 (8.7%) 1456.0 1185.8 18.6
(512,1024] 2438 (11.2%) 3006.6 2351.5 21.8
(1024,2180] 429 (2.0%) 3073.3 2142.2 30.3
Overall 21722 928.6 681.7 26.6

Table 3: Average wait times binned by job size (Heteroge-
neous)

shows the utilization under SGS-T. At a glance, it is observable
that the average utilization of both systems under SGS-T is almost
the same (load is balanced), whereas for Random there are many
instances where the utilization is less for one system than the other.

To investigate further, we look at Figures 5(c) and (d) that show
the job submission pattern per system for Random and SGS-T,
respectively. In the case of Random, jobs are equally distributed
among the systems, whereas for SGS-T, the jobs are not equally
distributed. This tells us that SGS-T balances the overall load of the

jobs equally among the systems, whereas Random only distributes
the jobs equally among the systems.

4.2 Heterogeneous
Heterogeneity breaks the uniformity in size and performance, intro-
ducing additional factors for consideration when scheduling user
jobs. In such cases, it may be appealing for users to choose the
faster and/or bigger system.

To evaluate the performance of simulation guidance in a hetero-
geneous environment, we make two key changes to the experimen-
tal design from the homogeneous case:

(1) Differing system performance. One system is slower than the
other. This is done by scaling the runtime from the original
job trace by a factor of 𝑦.

(2) User selection probability. Instead of comparing SGS-T to
Random, we introduce a new strategy that accounts for the
probability of a user selecting the faster system. The strategy
is denoted as User(𝑥), where 𝑥 represents the probability of
the user choosing the faster system.

The simulations are conducted with 𝑦 = 1.3 for system 2 and
𝑥 = 0.6, creating a scenario where system 2 runs 1.3 times slower
than system 1, and the user selects the faster system (system 1)
with a probability of 60%.

Walltime (min) Job Count
and %

Average Wait Time (min)

User(0.6) SGS-T % Improv.

(10,30] 1263 (5.8%) 1099.9 641.5 41.7
(30,60] 5012 (23.1%) 576.3 443.1 23.1
(60,120] 2512 (11.6%) 570.7 439.2 23.0
(120,250] 8272 (38.1%) 659.8 469.7 28.8
(250,500] 2925 (13.5%) 1446.1 1057.2 26.9
(500,1000] 1137 (5.2%) 2438.3 2021.1 17.1
(1000,1500] 365 (1.7%) 4267.4 2310.0 45.9
Overall 21722 928.6 681.7 26.6

Table 4: Average wait times binned by walltime (Heteroge-
neous)
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Average Wait Time. Table 3 shows the average wait times grouped
by job size under the User(0.6) and SGS-T meta-scheduling policies.
SGS-T performs 26.6% better overall and in each job size category
compared to User(0.6). Similarly, Table 2 shows the average wait
times grouped by wall time, where each job category benefits from
SGS-T.

Average Utilization. The average utilization per week is calculated
for all systems under each meta-scheduling strategy. Figure 6(a)
shows the average utilization of both systems when User(0.6) is
used for meta-scheduling decisions, comparing this to figure 6(b),
which shows the utilization under SGS-T. At a glance, it is observ-
able that the average utilization of both systems under SGS-T is
balanced, unlike for User(0.6) as seen earlier for the homogeneous
experiments. The job submission patten under User(0.6) shows
that more jobs are consistently scheduled on the faster system as
expected.

5 Case Study: Polaris and Theta
To further explore the effectiveness of CQSim+ for multi-resource
scheduling, we conducted a case study using CQSim+ to examine
the multi-resource scheduling of two systems, Theta and Polaris,
from ALCF. Originally, resources on Theta and Polaris were man-
aged independently by independent job schedulers. This is referred
to as Siloed scheduling, where systems are managed independently.
We formulate this simulation-based case study to show the benefits
of multi-resource scheduling for the ALCF systems and evaluate
CQSim+’s ability. Similar to the experiments performed earlier, we
simulate the two systems using CQSim+ and their logs sourced
from the ALCF public database [10]. The same time frame of 4
months, from September 1, 2023, at 00:00:00 to January 1, 2024, at
00:00:00, is utilized for the simulation.

Two instances of CQSim are run within CQSim+, the first for the
Theta system consisting of 4,360 nodes and the second for Polaris
with 552 nodes. Debug nodes are ignored from each system, these
were 32 for Theta and 8 for Polaris. A special case for Polaris is
considered where a debug job may span more than 8 nodes. Instead
of ignoring those jobs from the log, we subtract 8 from their required
node count. Other additional considerations include the hardware
and performance of the system. The hardware difference being the
GPU in Polaris and the performance difference between their CPUs.
Since Theta has no GPU, all GPU jobs are always scheduled on
Polaris. Where as for the CPU jobs, we scale the runtimes of the
jobs by a factor. Using the peak performance metrics of each system
(Polaris 44 FLOP/s and Theta 11 FLOP/s) a simple assumption is
made that Polaris is 4 times faster than Theta for executing the
CPU same job. CQSim+ considers this difference by scaling the
runtime of the job by the factor of 4 when a Polaris job is simulated
on Theta and a factor of 0.25 for the reverse.

A comparative analysis is conducted of the following resource
scheduling strategies:

• Siloed scheduling. Under siloed scheduling, Polaris and Theta
are simulated as individual instances of CQSim, simulating
each system independently. This isolated simulation provides
a baseline as being the original setup at ALCF.

• User(0.6) multi-resource scheduling. Jobs were scheduled to
either Polaris or Theta using the assumption that users pick
the faster system (Polaris) 60% of the time.

• SGS-T multi-resource scheduling. Under the SGS-T scheduling
policy, each job is assigned to the systemwith the lowest sim-
ulated turnaround time. Additionally, SGS-T utilizes CQSim+
to simulate each job’s expected performance on both systems
prior to allocation, optimizing job placement based on these
turnaround estimates.

The final dataset includes a total of 34,574 jobs, comprising 26,266
jobs from Polaris and 8,281 jobs from Theta. Using this data set, a
data stream is simulated by feeding the jobs to CQSim+ and then
recording the prediction time for each decision to measure the
performance of it’s design.

5.1 Results
The results are discussed by analyzing key scheduling metrics in-
cluding wait time, resource utilization and turnaround times. First
we look at these metrics at the system level comparing the per-
formance of each system. Then at the job level by considering job
characteristics.

5.1.1 System Level Analysis. We examine the average wait times of
Polaris and Theta jobs under siloed and multi-resrource scheduling.
In the siloed case, each system is simulated individually with only
its respective jobs, as gathered from the original logs. In the multi-
resource case, CQSim+ is used for simulation-guided scheduling,
where all jobs, including those from Polaris and Theta, are processed
together. Overall, Polaris jobs showed a 58.7% improvement in aver-
age wait time, while Theta jobs showed a 27.6% improvement. The
daily resource utilization is also analyzed for each system, showing
that SGS-T peforms on par with siloed. On the other hand User(0.6)
performs poorly by over utilizing the faster system (Polaris) as seen
before for the faster system under the heterogeneous experiments.

Original
System

System Se-
lected by
CQSim+

Number
of Jobs

Wait
Time (s)
(siloed)

Wait
Time (s)
(CQSim+)

% Impv.

Polaris Polaris 18,439 18,707 16,898 9.7%
Theta Polaris 4,943 10,363 5,439 47.5%
Polaris Theta 7,827 44,061 2,107 95.2%
Theta Theta 3,338 27,441 29,510 -7.5%

Table 5: Average wait time in seconds by original system and
system selected by CQSim+.

Table 5 compares the average wait time of jobs in the siloed
scheduling case to that in the multi-resource scheduling case using
CQSim+. It shows that 4,943 jobs originally executed on Theta were
processed by Polaris, and 7,827 jobs originally executed on Polaris
were processed by Theta. The largest improvement is observed for
Polaris jobs placed on Theta, with a 95.2% reduction in average
wait time, even with Theta processing them four times slower than
Polaris. This demonstrates the clear benefits of facility-wide meta-
scheduling. The results also shows that this improvement comes
with a 7.5% increase in the average wait time for jobs originally
assigned to Theta and processed on Theta by CQSim+.
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(a) Average wait time (hrs) by job size for Polaris (b) Number of jobs processed by job size on Polaris

(c) Average wait time (hrs) by job size for Theta (d) Number of jobs processed by job size on Theta

Figure 7: Comparison of average wait time and number of jobs processed on Polaris (top) and Theta (bottom).

(a) Turnarounds Time (hrs) of Polaris jobs processed by Theta (b) Average Wait Time (hrs) of Polaris jobs processed by Theta

Figure 8: Comparison of turnaround times (left) and average wait times (right) for Polaris jobs processed by Theta.
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5.1.2 Job Level Analysis. We further analyze average wait times by
comparing siloed scheduling with multi-resource scheduling using
CQSim+. Figure 7(a) and Figure 7(c) show the average wait time
grouped by job size, while Figure 7(b) and Figure 7(d) present the
number of jobs in each job size category.

By Figure 7(b) it can be seen Polaris processes fewer of the smaller
1-64 node jobs under meta-resource scheduling compared to Figure
7(d) where the amount of those same jobs increase for Theta.

As noted in the system-level analysis, the only jobs that experi-
enced delays were those originally belonged to Theta and processed
by Theta under meta-scheduling. This is further illustrated in Figure
7(b), where jobs requiring 512–4360 nodes have a longer average
wait time compared to before. However, as shown in Figure 7(d),
there are very few such jobs.

Since Polaris jobs run 4 times slower on Theta, analyzing the
turnaround times for this set of jobs is necessary. Figure 8(a) shows
the job counts grouped by their turnaround times for these jobs. It
is seen that more jobs have a lesser turnaround time compared to
when the jobs ran on Polaris, despite the 4x longer running time.
This indicates that most of the benefit comes from shorter wait
times as shown by Figure 8(b) for this same set of jobs.

5.1.3 Simulation Overhead. As a symbiotic scheduling simulator,
CQSim+ must maintain a low runtime overhead to ensure seamless
integration with the job scheduler. In our experiments and case
study, CQSim+ achieved an average simulation cost of just 67.334
ms per job. In practice, job scheduling typically requires making de-
cisions within 15-30 seconds [11]. Hence, this low overhead enables
CQSim+ to operate effectively in real-time environments, providing
timely insights for online deployment. All simulations were con-
ducted on a personal computer employing AMD Ryzen 9 5900HX
with 8 cores and 16 threads.

6 Conclusion and Future Work
This paper presents CQSim+, a symbiotic simulation framework
designed for multi-resource scheduling by integrating a simula-
tor with the physical job scheduler for dynamic, prediction-based
decision-making. Through extensive experiments, CQSim+ opti-
mizes job scheduling across homogeneous and heterogeneous sys-
tems. The results demonstrate that SGS-T by using CQSim+ consis-
tently achieves the best average wait times and balances the load
across systems. Additionally, a case study involving the Polaris and
Theta systems at Argonne demonstrates that multi-scheduling with
CQSim+ significantly reduces wait times — Polaris jobs processed
by Theta experience a 95.2% reduction compared to siloed schedul-
ing, and overall average wait times improve by 58.4% for Polaris
and 27.5% for Theta. The real-time symbiotic aspect of CQSim+ is
also tested using these experiments, which show that predictions
can be made on average under 70 milliseconds.

Future work will enhance CQSim+’s predictive capabilities and
expand its functionality in several directions. First, we plan to
develop an extended prediction horizon, enabling the simulator
to forecast beyond the immediate next job for more strategic and
proactive scheduling decisions. Second, we intend to implement
advanced what-if analysis by spawning a tree of processes, which
will enable the exploration of more complex scenarios and the
optimization of different objectives.
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