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Nobel Prize in Chemistry 2024 — David Baker
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The Nobel, awarded to David Baker of the University of A ri Si n g pe pt i d e :

Washington and Demis Hassabis and John M. Jumper of Google

Deel[i)Mind, is the second this week to involve artificial S u pe rC o m p uti n g h el ps
intelligence. . .

’ scientists come closer to
Fne) (® @ @ tailoring drug molecules
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A team of researchers led by biophysicists at the University of
Washington have come one step closer to designing tailor-made
drug molecules that are more precise and carry fewer side effects
than most existing therapeutic compounds.

With the help of the Mira supercomputer, located at the Argonne
Leadership Computing Facility at the U.S. Department of Energy's
(DOE) Argonne National Laboratory, the scientists have successfully
designed and verified stable versions of synthetic peptides,
components that join together to form proteins. They published
their work in a recent issue of Nature.

The computational protocol, which was validated by assembling
physical peptides in the chemistry lab and comparing them to the
computer models, may one day enable drug developers to craft
novel, therapeutic peptides that precisely target specific disease-
causing molecules within the body. And the insights the
researchers gleaned constitute a significant advance in the
fundamental understanding of protein folding.
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Department of Energy User Facilities

FY 2024
28 scientific
user facilities

>39,500 users
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Department of Energy User Facilities

Cutting-edge resources: Advanced tools, instruments, and expertise

Open access: Available to academia, industry, and government researchers
Collaboration: Interaction with scientists from various fields

Education and training: Workshops, seminars, and skill development
Economic impact: Driving scientific advancements and innovations

U.S. competitiveness: Supporting groundbreaking discoveries

National priorities: Research in security, energy, and sustainability

Argonne Leadership
Computing Facility

U.S. DEPARTMENT OF _ Argonne National Laboratory is a
U.S. Department of Energy laboratory A
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DOE SC

Advanced Scientific
Computing Research
User Facilities

The Advanced Scientific Computing
Research (ASCR) program leads the
nation and the world in
supercomputing, high-end
computational science, and advanced
networking for science.

ALCF and OLCF make up the
DOE Leadership Computing Facility

6  Argonne Leadership Computing Facility

Argonne
Leadership
Computing

Facility
(ALCF)

Oak Ridge
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Computing
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National Energy
Research Scientific
Computing Center

(NERSC)

Energy Sciences
Network (ESnet)
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Argonne National Laboratory

The U.S. Department of Energy’s Argonne National Laboratory delivers world-class research, technologies,
and new knowledge that aim to make an impact — from the atomic to the human to the global scale.



Argonne Natronal Laboratory DOE User Facrlrtres

Argonne Leadership Argonne Tandem Linear
Computing Facility Accelerator System

-
Atmospheric Radiation

Measurement — The
Southern Great Plains

Center for Nanoscale
Materials




Argonne Leadershlp Computlng FaC|I|ty

The ALCF provides
world-class computing
resources to the

scientific community
« Users pursue scientific
challenges

In-house experts to
help maximize results
* Resources fully

—_— dedicated to open
1 LEARNING MWWWB science
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ALCF at a Glance in 2023

 Users pursue scientific challenges
* In-house experts to help maximize results
» Resources fully dedicated to open science

357|\/| node-hours of compute time

A1/ active projects

1,624 facility users
230+ publications

2023 ALCF Users by Affilliation

03

01
02

[l Academia 857
Government 620
Industry 147

2023 U.S. ALCF Users by State
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557 TF
®
5.7 TF
Crux
HPE-AMD
ThetaGPU +
Intrepid Mira Theta NVIDIA Polaris Aurora
IBM BG/L IBM BG/P IBM BG/Q Intel-Cray XC40: DGXAL100  'HPE Intel-HPE ALCF-4
2004 2007 2012 2017 2020 2021 2022 2028
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Aurora Performance Summary st

HPL-MxP

* #1 Ranking - fastest Al supercomputer
* 10.6EF/s

* ~89% of the system
Top500

* #2 Ranking on Top500
 1.012 EF/s

 ~“87% of the system
HPCG

* #3 Ranking

e 5,612.TF/s

e ~38.5% of the system
Graph500
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* #5 Ranking
e 24,250 GTEPS
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DOE’s Integrated Research Infrastructure (IRl) Vision:
To empower researchers to meld DOE’s world-class research tools, infrastructure, and user facilities

seamlessly and securely in novel ways to radically accelerate discovery and innovation

Advanced
Computing

Advanced
Networking

%?7 ““"
5 b
Yy

Experimental and Observational
User Facilities

Local
Campus
Computing

Computing
Testbeds
Data Management
High Perforr_n_ance
Data FaC|I|t\y Software Cloud
Data Repositories Software and | o0\ Computing
PURE Data Assets Applications Digital Twins
1

New modes of | Rapid data analysis and Novel workflows using Al-enabled insight from

multiple user facilities P integrating vast data sources

integrated science steering of experiments

Slide Credit: Ben Brown (DOE/SC/ASCR)
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DOE’s Integrated Research Infrastructure (IRIl) Vision:
To empower researchers to meld DOE’s world-class research tools, infrastructure, and user facilities
seamlessly and securely in novel ways to radically accelerate discovery and innovation

_ : Advanced
Experimental and Observational Networklng Edge
User FaC|I|t|es Sensors

Researchers

Advanced
Computing

Computing

£ Perdmiti '

Computing
Testbeds

Data Management

High Performance
Data Facility

Slide Credit: Ben Brown (DOE/SC/ASCR) 15



Integrated Research Infrastructure

Seamless real-time
on-demand computing

7

Algorithms, math,
Discoverable data } and Al/ML

repositories

Scalable

ap» software library
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Network \_ [ Workflow and
improvements [ orchestration tools

Data acquisition

Argonne National Laboratory’s Nexus Effort (https://www.anl.gov/nexus-connect) 16



~2016

Experiments Integrating Research Infrastructure

Impact

Accomplishments

Status

« APS scientists use Mira to
process data from live
HEDM experiments,
providing real-time feedback
to correct or improve in-
progress experiments

H. Sharma, J. Almer (APS); J. Wozniak, M. Wilde, I. Foster (MCS)

Real-time analysis of
experimental steering

Cable flaw was found and
fixed at start of experiment,
saving an entire multi-day
experiment and valuable user

time and APS beam time.

« Workflow is established
« Augmenting real-time scheduling

Red indicates higher statistical
confidence in data

17



~2018

Experiments Integrating Research Infrastructure

Bin-p

~_) DIlI-D Tokamak User Facility

Experiment
Database

Pulse
Data

Coil
Configuration

AFBOQ_OE,:P “ " Argonne Leadership Computing Facility
Balsam

Pulse Service | -
Data =
O
c
<
prd
Analyzed é
Data =
)

LT -5 setup 1 EEOCEER setup 2 CECRRY setup 3

Timeline

Analyses +++ + » N « + - D - -
ALCFAnOIyseS lllll'lll.lllll..lllllll.ll

M. Kostuk, T. D. Uram, T. Evans, D. M. Orlov, M. E. Papka and D. Schissel, Automatic Between-Pulse Analysis of DIII-D Experimental Data Performed Remotely on a
Supercomputer at Argonne Leadership Computing Facility, Fusion Science and Technology, 74(2), 2018. 18



~2019

Experiments Integrating Research Infrastructure

Utilizing leadership computing facility for continuous near real-time
XPCS data processing ALCF Theta (11.7PF)

Balsam enables transparent access to remote
resources

* |dentity management

NSLS-II

» Simplified scheduler API
* High-speed transfers via Globus

ALS NSLS-N

p <1 =L rf
O & 12 18 24 30 36 42 48 0 6 12 1B 24 30 36 42 48 0 6 12 18 M 30 38 42 48
Elapsad Time [ Hours

« Continuously executed for 48+ hours

 Process data in near real-time with XPCS-Eigen
using special queue on Theta

M. Salim, T. Uram, J. T. Childers, V. Vishwanath, M. E. Papka, Balsam: Near Real-Time Experimental Data Analysis on Supercomputers, 2019 19
IEEE/ACM 1st Annual Workshop on Large-scale Experiment-in-the-Loop Computing (XLOOP), 2019, pp. 26-31.




Integrated Research Infrastructure

Seamless real-time
on-demand computing
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Argonne National Laboratory’s Nexus Effort (https://www.anl.gov/nexus-connect) 20



Advanced Photon Source

67 beamlines capable of independent
operation; all unique

~5,700 researchers per year from academia,

Industry, and government

Measurements performed at the APS:

» Imaging (tomography, radiography)

« Scanned probe microscopy (fluorescence
mapping)

» Coherent scattering (XPCS, Ptychography)

« Diffraction (MX, powder, PDF, HEDM,
stress/strain, SAXS, GISAXS)

» Spectroscopy (IXS, nuclear resonant scattering,
XMCD, XAFS

Slide Credit: Nicholas Schwartz (ANL/APS)
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Advanced Photon Source Upgrade (APS-U)

Scope
= $815 M project to update and renew the facility
= Re-uses $1.5 B in existing infrastructure

15-ID (ChemMatCARS)

« Completely new storage ring, 42 pm emittance @
19-ID: ISN (XSD) 6 GeV’ 200 mA

Long-Beamine Blag.  »  New and updated insertion devices
it Enacay M Mrmsepn

h

9-ID: CSSI (XSD)

Coherent Surface Scattering

« Combined result in brightness increases of up to

Imaging A/
é APS Upgrade Project ‘ APS Upgrade Project \\
8-ID: XPCS (XSD) [/ | N\ 500x

feature beamlines ‘ enhanced/improved
X-ray Photon Correlation (Operator in parens) ‘

Spectroscopy
7-ID (XSD)

beamlines
(Operator in parens)

25.1D (XSD) e 9 new feature beamlines (green)

26-ID (CNM/XSD)

274D (XSD) « 15 beamline enhancements (red)

6-ID (XSD)

5-ID (DND-CAT)
4-1D: POLAR (XSD)

Polarization Modulation
Spectroscopy

“ 28-ID: CHEX (XSD)
‘\‘ Coherent High-Energy X-ray Sector
/ for In Situ Science

32-ID (XSD)
33-ID: Ptycho (XSD)
PtychoProbe

34-ID: ATOMIC and 3DMN (XSD)

Atomic and
3D Micro & Nano Diffraction

Slide Credit: Nicholas Schwartz (ANL/APS) 22



Scale of the Challenge

Multiple order-of-magnitude increase in demand for computing
resources over next decade

Estimated APS Data Generation Rates Per Year

APS-U Era 1000
* ~68 beamlines
» 9 feature beamlines and many enhanced beamlines o
Over the next decade the APS will "
» Generate 100s of petabytes (PBs) of raw data per year §
* Require 10s of PFLOP/s of on-demand computing
power for first pass data processing and reduction 1 I I I I I I _

2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

Fiscal Year

Log scale: Anticipated aggregate APS X-ray Science Division data generation per
year. Data generation during FY23 is estimated to be at 50% of the peak due to the
beginning of the storage ring replacement period. Data generation during FY24 is
considerably lower due to the storage ring replacement period and beginning of
beamline commissioning.

Slide Credit: Nicholas Schwartz (ANL/APS) 23




US Light Source Data Generation Estimates

ALS APS LCLS/LCLS-II
1000 1000 1000
100 100 100
m m m
o o o
CmmmmEENa N NEEER )
[o0] (o] o — N (32} < [Te] (o] N~ [eo] [ee] [} o i N [s2] <t Lo © N~ [ee] [ee] (o] o i N (32} < Lo © N~ [eo]
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Fiscal Year Fiscal Year Fiscal Year
NSLS-II SSRL Total
1000 1000 1000
100 100 100

PB

10 10 10

2027 I
202¢ NN

H
2018
2010 1
2020
2021 1
2022
2023
2024
2025
2026
2027
2028

PB

-

20190
2020 N
2021
2022
2023 [
2024
2025 [
2026 I
2027 N
2028

PB
2018 [
2019 N
2020 I
2021 I
2022 I
2023
2024 I
2025 I
202¢ I

2018

Fiscal Year Fiscal Year Fsical Year

Log Scale: Estimated data generation rates per year at the US Department of Energy, Basic Energy Sciences, light sources. At the ALS and APS, data
generation will stop during 2025 and 2023, respectively, due to installations of new storage rings. Aggregate data generation across the light sources will
approach the exabyte (EB) range per year by 2028. The differences in data generation rates across the facilities depend on the number, rate and resolution
of the detectors at each instrument which in turn depend on factors like the brightness of the source and the actual requirements of the experimental
technique specific to that instrument.

Slide Credit: Nicholas Schwartz (ANL/APS) 24
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Argonne National Laboratory’s Nexus Effort (https://www.anl.gov/nexus-connect) 25
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Putting the Research Infrastructure Together (Nexus)

One-time configuration per beamline
Globus APS

ALCF

Globus creates APS registers APS adds credentials : ALCFadds APS PI configures APS installs Globus
client identities Flow templates to Data Management : service environment Compute endpoint

(DM) system : account
APS F :

low
S s | cg

ALCF )
APS
— Gl

Compute function

Service account Compute endpoint
G —— =3

4 (sudo)

—
—

User account

Automated workflow during experiments
APS

ALCF

APS links experiment DM system triggers Globus Flow Globus transfers Globus Compute launches
to beamline identity during or following data acquisition APS data to Eagle analysis on behalf of beamline

Polaris
Eagle Compute endpoint

e o el ——

Service account

Data acquisitio;

Beamline and

experiment ID Globus
anal (Ds

Results

shared
on Eagle .o

Results transferred to APS 27



No Human in the Loop Experiment

APS (data acquisition) ALCF (on-demand data analysis)
e 4 )

Scheduler Scheduler Supercomputer

Globus PBS (PBS) (Polaris)
ﬁ %
&

Shared filesystem

Eagle
\_ (Eagle)
2]
g0 L]
2 ol |
_ o 40 -
Computation example 2 20
. |9 7
(qut of Laue experiment) “gzo- —— Preemptable jobs
April 1st, 2023 = —— On-demand jobs
.g 10 Total J J_|| ,
5, : | I
0 2 4 6 8 10 12

Time [hours]

28



Integrated Research Infrastructure

Seamless real-time
on-demand computing

7

Algorithms, math,

Discoverable data and Al/ML
repositories
()

Scalable
software library

Network
improvements

\_ [ Workflow and
[ orchestration tools

Argonne National Laboratory’s Nexus Effort (https://www.anl.gov/nexus-connect) 29
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Sharing and Community Resources
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provides both model repasitory

Search This Project

RPL Index
RPL portal

Spectroscopy (XPCS) s a

Search This Project

SDL BIO Index

Self Driving Laboratories @ BIO

Synchrotren serial

Search This Project

The Materials Data
Facility
A simple way to publish,
discover, and access materials
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X-ray Science Division
Imaging
The MG group designs,
supports, and operates state-of-

datasets the-art x-ray instrumentation and
scientific software for 2-D and 3.
D full-field imaging.
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Private Public Data

Search This Project

ACDC's fuly supported production environment is the next step in the expansion
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that enable search and discovery of the data hosted on Eagle. The portais allow us

Search This Project

es that biur the boundaries between
/s ability to deliver data-driven sci

ome more integral to the f

Search This Project

perimental laboratories and cor
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secured with authentication an:

The ACDC portal is a deployment of Django Globus Portal Framework customized for a variaty of different projects For most of these p
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nfigured authorization policy.

, preview, and rendering of files, and bulk data access

metadata links directly to
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Cosmological Simulations: First Data Release, The Astrophysical Journal Supplement Series, 244(1) 2019.
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