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From Petaflops to
Energy Solutions

A Cross-Sectoral Analysis of High-Performance
Computing in Energy Research




Introduction

*Energy research is one of the most pressing
topics of the 21st century

*HPC has become central to energy research
efforts

Computational needs in energy research
continue to grow

*The US Department of Energy (DOE)
oversees most supercomputers in the US




Historical Connection: HPC and Energy

Manhattan Project (1943): First use of computing in energy research

IBM punch-card machines for nuclear calculations

Post-war: Computers became essential for hydrogen bomb design

MANIAC computer (1952): Los Alamos developed world's largest HPC center

This established the tight relationship between HPC and DOE



Renewable Energy:
Wind

*ExaWind framework: Physics-based
modeling for wind flow simulation

*Collaboration between NREL, Oak
Ridge, UT Austin, Sandia
Leverages MPI for parallelism and
GPU acceleration

*Used to study blade erosion, pitch-
control, and vibrations
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Re newa b le E ne rgy: °BF)EM (Biomass Discrete El.ement MethOFi)
. «Simulates granular flow of biomass material
B|Ofu e '.S *Models transportation of renewable carbon sources

*Helps reduce maintenance costs by addressing hopper jamming issues
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Renewable Energy: 0 tI:.fzi
Solar Power

t’l = 1.28s
ofree = 22.080

PVade: Fluid-structure interaction model

for solar arrays h=138s g
*Studies wind effects on photovoltaic Biree = 27.24° §
panels

«Simulates torsional galloping that

damages solar panels T
*Machine learning techniques used to Brrce = 15.57° [

accelerate simulations

t; = 1.58s
Gfree = —‘1-670




Renewable Energy: Nuclear
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*Nuclear provides ~20% of US energy
mix

*MOOSE (Multiphysics Object-
Oriented Simulation Environment)

Developed by Idaho National

Laboratory

*Allows simulation of fuel rods with

temperature profiles and displacement g R g
Enables advances without dangerous ;‘;;‘;2;;‘:32 3.‘3822183 ?:3‘382:8:2E
physical experiments o000 B il 000er00




Environment: Climate Modeling

*Energy Exascale Earth System
Model (E3SM)

*Achieves simulation resolutions 30x
finer than existing models

sImproves accuracy of climate
phenomena modeling

«Studies water cycle, biogeochemical
cycles, and cryosphere-ocean
Interactions




Environment:
De-
carbonization

Iron and steel-making account for 7-9% of
global greenhouse emissions

*HPC projects aim to introduce
electrification and clean energy

Example: Development of 100%
hydrogen-based furnaces

Simulation needed as measurements in
high-temperature environments are difficult




Energy Efficiency: Engine Design

Collaboration between Raytheon and
Argonne

*Optimizes cooling of internal engine
components

*10% reduction in cooling air can lead
to 1% reduction in fuel consumption

*Uses computational fluid dynamics
with machine learning acceleration




Energy Efficiency: Power Grid

*National grid is backbone of energy
infrastructure

*ExaSGD framework for power grid
simulation

*Models how renewables impact grid
reliability

*Helps balance energy loads and
develop resilient systems
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Energy
Eff|C|ency: *BLAST: Battery L_|fet|me_ A_naly§|s and Sl.mulatlon Tool suite
*Models degradation of lithium-ion batteries
Batte I’y *Uses publicly available data from manufacturers

Tech nology *Predicts performance under various weather conditions



Future Implications
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*Energy security critical for economic stability

Climate change mitigation requires efficient energy solutions
Integration of renewables introduces grid reliability challenges
*Storage capacity key to enabling green transition

*National security concerns drive energy research



Conclusion

L

*HPC is imperative for modern energy research
*Advances benefit from both weak and strong scaling

*Energy research can shape future generations by:
*Reducing cost of living
Fighting climate change

*Funding for HPC in energy applications is crucial
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